
CHIPP workshop on High Energy Frontier

 First CMS Physics Results

Polina Otiougova
University of Zurich

01.09.2010

On behalf of Swiss CMS Groups (UZH, ETHZ,PSI)



End of november 2009: first collisions at 0.9 TeV

Mid of december 2009: first collisions at 2.36 TeV

End of March 2010: first collisions at 7 TeV
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  3. Commissioning of b-jet Identification     (CMS PAS BTV-10-001)

 4. Inclusive b-jet production  (CMS PAS BPH-10-009)

5. Open beauty production cross section with muons  (CMS PAS BPH-10-007)

 1. Promt and non-promt  J/Ψ cross section (CMS PAS BPH-10-002)

 8. Performance of Methods for Data-Driven Background Estimation in SUSY Searches
(CMS PAS SUS-10-001)

    9. Search for heavy Stable Charged Particles (HSCP)  (CMS PAS EXO-10-004)

 2. Inclusive D0 production

6. Hadronic Event Shapes  (CMS PAS QCD-10-013)

7. Measurements of Inclusive W and Z Cross sections   (CMS PAS EWK-10-002)
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Table 6: Differential non-prompt J/ψ cross sections, and average pT in the bin (in the data),
for two non-prompt J/ψ polarization considered: the polarization measured by the BaBar
experiment [29] in Bu-Bd mixed production and the one in the EVTGEN generator. The first
error is statistical and the second is systematical.

pJ/ψ
T 〈pJ/ψ

T 〉 BR(J/ψ → µ+µ−) · dσnon−prompt
dpT

(nb/ GeV/c)
( GeV/c) ( GeV/c) Non-prompt J/ψ polarization

BaBar EVTGEN
|y| < 1.4

4− 6 5.59 5.60 ± 1.38 ± 1.49 5.61 ± 1.38 ± 1.50
6− 10 7.88 3.06 ± 0.29 ± 0.36 3.07 ± 0.29 ± 0.36
10− 30 13.53 0.231 ± 0.020 ± 0.035 0.232 ± 0.020 ± 0.036

1.4 < |y| < 2.4
0− 2 1.23 28.96 ± 6.63 ± 11.63 28.97 ± 6.63 ± 11.64
2− 4 2.86 18.32 ± 2.20 ± 2.78 18.34 ± 2.20 ± 2.78
4− 6 4.89 8.89 ± 1.14 ± 1.71 8.90 ± 1.14 ± 1.72
6− 10 7.59 2.07 ± 0.21 ± 0.30 2.08 ± 0.21 ± 0.30
10− 30 13.14 0.101 ± 0.014 ± 0.017 0.101 ± 0.014 ± 0.017

sured data points, as shown in Fig. 5.

The predictions of the Color Singlet Model (including higher-order corrections) [39–42] and of
the LO NRQCD model (which includes singlet and octet components) [43, 44] are not shown
in Fig. 5 because they are only available for the direct J/ψ production component while the
measurements include a sizeable contribution from feed-down decays, which might be of the
order of 30% [45, 46] and is likely to depend on pT.

The differential cross section measured at forward rapidity, 1.4 < |y| < 2.4, is significantly
higher than expected in the models represented. The discrepancy is particularly important at
low pT, where significantly more events are observed than predicted.
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Figure 5: Comparison of the measured differential cross section, as a function of the pJ/ψ
T , for prompt

J/ψ production with calculations made with the PYTHIA and CASCADE MC generators and with the
CEM, for |y| < 2.4 (left) and 1.4 < |y| < 2.4 (right).

The non-prompt J/ψ measurement has been compared with calculations made with the CAS-

Comparison of the measurement of the prompt production

The cross section is significantly higher than the predicted in 1.4<|y|<2.4. The discrepancy is mostly 
observed at low pt values

1.4

J/Ψ Promt and non-promt cross section in pp collisions at 7TeV.

CMS PAS BPH-10-002
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where εoff is the efficiency to reconstruct offline a muon candidate and εtrig | off is the proba-
bility for an offline reconstructed muon to have also fired the trigger.

The efficiencies are calculated in several (pµ
T, ηµ) bins. The muon identification and the muon

trigger efficiencies have a stronger pµ
T dependence than the tracking efficiency, and are mapped

with sufficient sampling to describe the turn-on curve satisfactorily. In turn, the tracking effi-
ciency is constant for this momentum range while it varies more (though only slightly) in the
φ− η plane [30].

The muon offline reconstruction efficiency is assumed to be given by

εoff = εtrack · εtag | track (3)

where εtrack is the tracking efficiency and εtag | track is the muon identification in the muon
systems for a tracker-reconstructed muon, referred to as tagging efficiency.

The efficiency to detect a given J/ψ event is thus dependent on the value of the muon pair
kinematic variables, and is given by

ε(J/ψ) = εoff(µ+) · εoff(µ−) · εTrigg · ρ · εvertex , (4)

where εTrigg is
(

εtrig | off(µ+) + εtrig | off(µ−)− εtrig | off(µ+) · εtrig | off(µ−)
)

for the HLT Mu3
trigger and εtrig | off(µ+) · εtrig | off(µ−) for the L1DoubleMuonOpen trigger. The efficiency
for the two muon tracks to be consistent with coming from a common vertex (see Section 3.3),
εvertex, is measured to be (98.7 ± 0.6)%, by comparing the number of two Global Muons com-
binations (which have a signal purity of about 95%) within ± 100 MeV/c2 from the nominal
J/ψ mass, with and without the common vertex requirement. The correction to the factoriza-
tion hypothesis and the effect of the finite size of the (pµ

T, ηµ) bins are taken into account by ρ,
which is evaluated from the Monte Carlo simulation.

When selecting the tag muon, the Tag and Probe method produces a slight bias on the distri-
bution of the probe muon, hence a small difference arises between the measured single muon
efficiencies and those of an unbiased sample. This effect is studied in the Monte Carlo simula-
tion and corrected for.

The systematic uncertainty on ρ is conservatively taken as the difference between the actual
value as predicted by the Monte Carlo simulation and ρ = 1.

The uncertainties due to the estimated muon efficiencies were assessed by taking into account
their statistical errors and by comparing in the simulation the values found with the Tag and
Probe method with the true selection efficiencies. The two uncertainties were summed in
quadrature.

5 Inclusive J/ψ cross section
The measurement of the inclusive pT differential cross section is based on the following equa-
tion:

dσ

dpT
(J/ψ) · BR(J/ψ → µ+µ−) =

Ncorr(J/ψ)∫
Ldt · ∆pT

(5)

where Ncorr(J/ψ) is the J/ψ yield, corrected for the J/ψ selection efficiency, in a given pT bin,∫
Ldt is the integrated luminosity, ∆pT is the size of the pT bin, and BR(J/ψ → µ+µ−) is the

branching ratio of the J/ψ decay into two muons, which is (5.88 ± 0.10)% [9].
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-The       yield, corrected for the       selection efficiency, in a given pt bin 
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-Size of the pt bin
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CADE Monte Carlo generator and in the FONLL framework [12]. The measured results are
given in Fig. 6 in the regions |y| < 2.4 (left) and 1.4 < |y| < 2.4 (right), and show a good
agreement with the predictions.
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Figure 6: Differential cross section measurements for non-prompt J/ψ production, as a function of the
pJ/ψ

T , compared with PYTHIA, CASCADE, and FONLL calculations in the rapidity regions |y| < 2.4
(left) and 1.4 < |y| < 2.4 (right).

8 Conclusion
We have presented the first measurement of the J/ψ production cross section in the dimuon
channel in pp collisions at

√
s = 7 TeV, based on 100.44 nb−1 of data collected by the CMS

experiment during the first months of LHC operation.

The preliminary pT differential J/ψ production cross section has been measured in two rapidity
ranges: from 0 to 30 GeV/c in the forward J/ψ rapidity (1.4 < |y| < 2.4) and from 4 to 30 GeV/c
for |y| < 1.4. The total cross section for inclusive J/ψ production in the dimuon decay channel
has been determined to be 289.1 ± 16.7(stat) ± 60.1(syst) nb for transverse momenta between 4
and 30 GeV/c in the rapidity range |y| <2.4, where the systematic uncertainty is dominated by
the statistical precision of the muon efficiency determination from data.

The total cross section times BR(J/ψ → µ+µ−) for the J/ψ production due to B-hadron decays,
in the phase space window 4 < pT < 30 GeV/c and |y| < 2.4 is measured to be 56.1± 5.5(stat)±
7.2(syst) nb.

The differential prompt and non-prompt measurements have been compared with some theo-
retical calculations. In general, a reasonable agreement between the data and the theory curves
is found, except in the case of the prompt J/ψ cross section at forward rapidity and low pT,
where the calculations underestimate the measured yield.
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Differential cross section for non- prompt J/Ψ.

5.2 Inclusive J/ψ cross section results 9

Table 2: Relative uncertainties (in percent) on the corrected yield, in each pT bin: statistical , final
state radiation (FSR), pT calibration, B-fraction, Non-prompt polarization, muon efficiency, ρ-factor, Fit
functions

pJ/ψ
T Statistics FSR pT B-frac. non-prompt Muon ρ Fit

( GeV/c) calibration polar. effic. function
|y| < 1.4

4− 6 7.2 2.0 3.1 0.1 0.0 11.1 4.6 6.1
6− 8 5.2 2.0 2.4 0.2 0.1 7.0 7.0 0.2
8− 10 5.3 1.6 1.4 0.3 0.1 9.9 7.1 0.6

10− 30 4.7 0.9 0.7 0.4 0.2 10.8 1.2 1.0
1.4 < |y| < 2.4

0− 1 6.4 0.8 0.3 0.1 0.0 10.5 12.6 6.5
1− 1.5 9.5 0.7 0.3 0.0 0.0 11.4 28.2 8.3
1.5− 2 6.1 0.4 0.5 0.0 0.0 11.2 22.7 6.1
2− 3 4.3 0.2 0.9 0.0 0.0 10.0 5.6 2.4
3− 4 3.9 0.6 0.7 0.1 0.0 9.7 5.9 6.8
4− 6 5.6 0.8 0.5 0.1 0.0 10.6 9.3 5.7
6− 8 4.3 0.6 0.4 0.1 0.0 9.4 6.8 8.3

8− 10 5.8 0.5 0.2 0.2 0.1 13.1 4.2 1.0
10− 30 7.8 0.2 0.2 0.2 0.1 11.8 0.6 2.1

5.2 Inclusive J/ψ cross section results

Table 3 reports the values of the J/ψ differential cross section with systematic and statistical
uncertainties, for different polarization scenarios. The relative error on the luminosity determi-
nation is 11%, and is common for all bins.

Figure 3 gives the inclusive cross section BR(J/ψ → µ+µ−) · dσ
dpT

in the two rapidity ranges,
including statistical and systematic uncertainties, added in quadrature. It should be noticed
that the first bin in the forward rapidity region extends down to pJ/ψ

T = 0 GeV/c.

The total error is dominated by the statistical uncertainty on the determination of the efficien-
cies from data.

The total cross section for J/ψ production, obtained by integrating over pT between between 4
and 30 GeV/c and over rapidity between −2.4 and 2.4, gives

BR(J/ψ → µ+µ−) · σ(pp → J/ψ + X) = (289.1 ± 16.7(stat) ± 60.1(syst)) nb (6)

6 Fraction of J/ψ from B-hadron decay
The measurement of the fraction of J/ψ coming from the decays of the B-hadrons relies on the
discrimination of the J/ψ produced away from the pp collision vertex (contrary to the promptly
produced ones), determined by the distance between the dimuon vertex and the primary vertex
in the plane orthogonal to the beam line. Given the small size of the beam spot (about 40 µm)
and its careful determination even within a run, that is taken as the location of the pp collision
vertex.

6.1 Separating prompt and non-prompt J/ψ’s.

As a rough estimate of the B-hadron decay length, for each J/ψ candidate, the quantity ! J/ψ =
Lxy · mJ/ψ/pT is computed, where mJ/ψ is the J/ψ mass and Lxy is the most probable transverse

Final Result:

Non-prompt J/Ψ production: decay of the B-hadrons.   

€ 

lJ /ψ = Lxy
mJ /ψ

pT

Prompt- non prompt separation:  distribution of the  J/Ψ decay length.

€ 

Lxy -most probable transverse decay length in 
lab frame. 
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Figure 4: Measured !J/ψ distribution and likelihood fit result for the bins 2 < pJ/ψ
T < 4 GeV/c,

1.4 < |y| < 2.4 (left) and 6 < pJ/ψ
T < 10 GeV/c, |y| < 1.4 (right) with their pull distributions

(bottom). The blue dotted line represents the background component only, the red dashed line
includes the non-prompt component and the black line represents the total fit.

Table 4: Fit results for the determination of the fraction of J/ψ from B-hadrons in pJ/ψ
T bins.

The B-fraction column shows the statistical and systematic errors, while for the prompt and
non-prompt fitted yields only the statistical errors are given.

pJ/ψ
T ( GeV/c) Nsig

prompt Nsig
non−prompt B-fraction

|y| < 1.4
4− 6 279 ± 30 54 ± 12 0.162 ± 0.038 ± 0.033
6− 10 620 ± 49 213 ± 28 0.257 ± 0.022 ± 0.011
10− 30 302 ± 20 175 ± 16 0.369 ± 0.027 ± 0.014

1.4 < |y| < 2.4
0− 2 2530 ± 290 277 ± 72 0.098 ± 0.022 ± 0.036
2− 4 1983 ± 61 250 ± 31 0.112 ± 0.013 ± 0.011
4− 6 870 ± 41 115 ± 21 0.165 ± 0.019 ± 0.010

6− 10 708 ± 38 206 ± 29 0.203 ± 0.019 ± 0.010
10− 30 173 ± 17 86 ± 11 0.331 ± 0.039 ± 0.018

tainty in these constants and, in particular, reflect particular deformations of the
Tracker known as ’weak-modes’, which are poorly constrained by the data [18].
The largest difference between the fitted results using the nominal configuration and
the changed versions is taken as a systematic uncertainty.

• B-hadron lifetime model. In an alternative approach, the B-hadron pseudo-proper

Typical exp. tail for non-prompt J/Ψ   

Good agreement with predictions!

1.4



Inclusive D0 production
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• Information:
! Contact: Andrey Starodumov

starodum@mail.cern.ch

! Presented for approval: May 4
http://indico.cern.ch/
conferenceDisplay.py?confId=93495

• Selection criteria
! ‘good’ runs: 132440 - 133038

! transverse momentum cuts
p⊥(K) > 1.25GeV

p⊥(π) > 1.0GeV

p⊥(D0) > 3.0GeV

! Vertexing cuts

d(K, π) < 0.025 cm

χ2 < 4.5

3 < lxy/σ(lxy) < 20

σ(lxy) < 0.03 cm

! D0 momentum vs. PV-SV direction
! (%pD0, PV : SV ) < 0.1

• MC expectations
! Peak: 1.863± 0.002GeV
! Width: 0.014± 0.002GeV

€ 

pt (K) >1.25GeV
pt (π ) >1.0GeV
pt (D

0) > 3.0GeV

Selection criteria:

MC expectations
Peak: 1.863±0.002 GeV

Width: 0.014±0.002 GeV
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Figure 11: Comparison between data and simulation for the b-tagging discriminators: (upper
left) Track Counting High Efficiency; (upper right) Track Counting High Purity; (middle left)
Jet Probability; (middle right) Jet B Probability (lower left) Simple Secondary Vertex High Effi-
ciency; (lower right) Simple Secondary Vertex High Purity.
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Figure 11: Comparison between data and simulation for the b-tagging discriminators: (upper
left) Track Counting High Efficiency; (upper right) Track Counting High Purity; (middle left)
Jet Probability; (middle right) Jet B Probability (lower left) Simple Secondary Vertex High Effi-
ciency; (lower right) Simple Secondary Vertex High Purity.
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Figure 11: Comparison between data and simulation for the b-tagging discriminators: (upper
left) Track Counting High Efficiency; (upper right) Track Counting High Purity; (middle left)
Jet Probability; (middle right) Jet B Probability (lower left) Simple Secondary Vertex High Effi-
ciency; (lower right) Simple Secondary Vertex High Purity.

Tagging discriminators. Comparing data and MC (II)

Minimum number of tracks attached to 
the vertex Ntrk ≥ 2

Minimum number of tracks attached to 
the vertex Ntrk ≥ 3

Simple Secondary vertex high efficiency Simple Secondary vertex high purity

Good agreement between data and MC for all the discriminators!
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Inclusive b-jet production in pp collisions at 7 TeV

b-tagging - SSVHP;
The SV is fitted with at least 3 charged particle tracks; 
10% eff. to tag the light flavor jets;
60% eff. to tag a b-jet at pt=100 GeV.

The production cross section:

2 3 b-tagging

Tight jet identification criteria [17] are applied to protect against poorly modeled sources of cal-
orimeter noise. The jet energies are corrected with estimates based on MC [17] for the absolute
scale and for the pT dependence, while data corrections [18] are used for the rapidity depen-
dence. The uncertainty of the JEC is estimated using photon+jet events with the jet in the barrel,
and with the dijet pT balance technique for jets in the end caps relative to the barrel [18]. These
uncertainty estimates are further corroborated by indirect observations using comparisons of
jet substructure between data and MC, the reconstruction of the π0 mass peak for ECAL scale,
and the measurement of the single pion response for relative tracker-HCAL scale using Particle
Flow objects [19].

The pT spectra from individual triggers are normalized using luminosity estimates [12] and
then combined into a continuous jet pT spectrum. Only one trigger is used per each pT bin, to
simplify the analysis. The raw pT spectra are unfolded using the ansatz method [20, 21], with
the jet pT resolution obtained from MC. The uncertainty of the jet pT resolution is estimated
using a comparison of dijet pT balance between data and MC [18].

3 b-tagging
The b jets are tagged using a secondary vertex high-purity tagger (SSVHP [11]). The secondary
vertex is fitted with at least three charged particle tracks. A selection on the reconstructed 3D
decay length significance is applied, corresponding to about 0.1% efficiency to tag light flavor
jets and 60% efficiency to tag b jets at pT = 100 GeV.

The b-tagging efficiency and the mistag rates from c-jet and light jet flavors are taken from the
MC simulation and constrained by a data/MC scale factor determined from data. This b-tag
efficiency measurement relies on semileptonic decays of b-hadrons, the kinematics of which
allow for discrimination between b and non-b jets. Fits to the distribution of the relative trans-
verse momentum of the muon with respect to the jet direction enable the extraction of the
flavour composition of the data, and ultimately the efficiency for tagging b jets. The mistag
rate from light flavor jets is constrained separately by a study using a negative-tag discrimina-
tor [11].

The production cross section for b jets is calculated as a double differential,

d2σb−jets

dpTdy
=

Ntagged fbCsmear

εjetεb∆pT∆yL , (1)

where Ntagged is the measured number of tagged jets per bin, ∆pT and ∆y are the bin widths in
pT and y, fb is the fraction of tagged jets containing a b-hadron, εb is the efficiency of tagging
b jets, εjet is the jet reconstruction efficiency and Csmear is the unfolding correction. The εjet,
εb and fb are all calculated from MC in bins of reconstructed pT and y, for consistency with
the data-based methods. The correction factor Csmear unfolds the measured pT back to particle
level using the ansatz method, used also for the inclusive jet cross section measurement and
described in [12].

3.1 b-tagging efficiency

The b-tagging efficiency with the selections used in this analysis is between 6% and 60% at
pT > 18 GeV and |y| < 2.0. The efficiency rises at higher pT as the b-hadron proper-time
increases. The efficiencies estimated from MC are shown in Fig. 1. To smoothen out statistical
fluctuations, the b-tagging efficiency in each rapidity bin is fitted versus pT, and the fit result is
used in the analysis.

Ntagged
 - number of tagged jets per bin;

Δpt, ΔY bin widths;
fb- fraction of tagged jets containing a b-hadron;
eb- b-jet tagging efficiency;
ejet-jet reconstruction efficiency;
Csmear-unfolding correction. Unfolds the measured pt to 
particle level

b-tagged sample purity estimation
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first
method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary
vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-
bution is performed, taking the shapes for light, c and b jets from simulation and letting free
the relative normalisations for c and b jets, while fixing the small contribution from light jets to
the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample
purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is
shown in Fig. 2.
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Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency εb as well as the mistag rates for light flavor εl

4 3 b-tagging

and charm εc are estimated from MC. These are shown in Fig. 3. Multiplied by the expected
relative fractions of b jets Fb, c jets Fc and light flavor jets Fl , also shown in Fig. 3 in the inclusive
jet sample (without b-tagging), the tag rates can be used to calculate the expected purity as

fb =
Fbεb

Fbεb + Fcεc + Flεl
. (2)

The b-tagging efficiencies of c and light jets in Fig. 3(left) are multiplied by their relative fre-
quency to b jets to illustrate the rough relative contributions of Fbεb, Fcεc and Flεl to the b-tagged
sample at pT ≈ 100 GeV. The resulting estimates of b-tagged sample purity from data and from
MC are shown in Fig. 4. The data and MC are found the be in good agreement, with an overall
relative data/MC scale factor measured to be 0.976 ± 0.022 (0.996 ± 0.030) for b jets in the pT
range 18–220 GeV (18–84 GeV) and rapidity |y| < 2.0. Given the good agreement between data
and MC, the central values for purity are taken from MC to properly take into account the pT
and y dependence.
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Figure 3: The b-tagging efficiency and light, charm mistag rates from MC truth (left). Bottom,
charm and light fractions of inclusive jets from MC truth (right).

3.3 b-tagging uncertainty estimates

The leading uncertainties for the inclusive b-jet production are those coming from jet energy
scale, luminosity, b-tag efficiency, and mistag rates. The 11% luminosity uncertainty [22] can-
cels completely in the ratio to the inclusive jet pT spectrum, and the JEC uncertainty produces
only a small residual uncertainty due to differences in pT spectra and jet fragmentation between
inclusive jets and b jets.

The leading remaining uncertainties for the ratio between b-jet and inclusive jet production
are the b-tagging efficiency and the charm mistag rate, both of which are currently in essence
statistical uncertainties from the data-based methods to constrain the b-tagging efficiency and
the b-tagged sample purity, and the b-jet specific JEC. The light quark mistag rate has a signif-
icant contribution to the total uncertainty at high pT and forward rapidities, but is otherwise
negligible due to the low mistag rate. The inclusive jet energy scale, on the other hand, only
contributes at pT < 30 GeV, where the b-jet spectrum flattens while the inclusive jet spectrum
is still exponentially falling.

Fb, Fc,Fl- relative fractions of jets

el,c- mistag rates for LF and Charm

Δ
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Open beauty production cross section with muons in pp collisions at  7TeV.

Distribution in data and results of the maximum likelihood fit.
The dashed red and blue lines: b and cudsg-templates

4.2 Event Selection 3

The single muon trigger efficiency is measured from data in minimum bias events with a sta-
tistical precision of 3–5%, depending on the muon transverse momentum and pseudorapidity.

4.2 Event Selection

Background from non-collision events is reduced by requiring a reconstructed primary vertex
with more than three tracks. Beam-induced background events with a special signature in the
pixel detector were rejected if the fraction of high-purity tracks [24] to all tracks was less than
0.25.

At least one well-reconstructed muon with transverse momentum p⊥ > 6 GeV and pseudora-
pidity |ηµ| < 2.1 is required. Furthermore, the following requirements are applied: longitudi-
nal impact parameter of |z0| < 20 cm, hits in at least 2 pixel detector layers and at least 12 hits
in the tracker (pixel and strip detectors), and χ2/dof < 10 for both the inner track fit and the
global muon track fit.

4.3 Event Reconstruction

In events passing the trigger and event selection, all tracks are clustered into track jets [25]
by the anti-kT jet algorithm [26] with R = 0.5. The tracks are selected with the following
requirements: transverse momentum 0.3 < p⊥ < 500 GeV, |z0| < 2 cm, and hits in at least 2(5)
layers of the pixel (pixel and strip) detector. The track energy is calculated assuming the pion
mass hypothesis.

The b jet is defined as the track jet containing the muon. After subtracting the muon momentum
from the track-jet momentum, the track-jet energy is required to fulfill ET > 1 GeV in the plane
transverse to the beam line.

The b jet-finding efficiency and fake rate are determined in MC simulation for events in which
a muon and a b jet are present at generator level. The efficiency of finding a jet in a cone of
radius R =

√
η2 + φ2 = 0.5 around the muon depends on the muon transverse momentum.

The efficiency rises from 74 % to almost 100 % for events containing a muon with p⊥ > 20 GeV.
The fake rate is determined by comparing the number of reconstructed jets without generator-
level b jet within R = 0.5 to the total number of selected jets. It is smaller than 7 % in the lowest
muon transverse momentum bin and asymptotically reaches a value of 2% at large transverse
momentum.

From the momenta of the selected muon (!pµ) and the associated track jet (!pj), the relative
transverse momentum of the muon with respect to its track jet is calculated as prel

⊥ = |!pµ ×
!pj|/|!pj|. Figure 1 (a) illustrates the prel

⊥ distribution for the signal and the background in the
MC simulation.

A total of 16826 data events pass the selection. If one event contains multiple muons and
associated b jets, only the one with the largest transverse momentum pµ

⊥ is kept. This affects
0.5% of all data events.

4.4 Fitting Procedure

A fit to the observed prel
⊥ spectrum, based on templates obtained from simulation (signal and

part of the background) and data (the remaining background), is used to determine the fraction
of signal events among all events passing the event selection. The binned log-likelihood fit
takes into account the limited MC simulation statistics [27].

The templates used in the fitting algorithm are determined separately for the full sample (no
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Figure 1: (a) Distribution of the muon transverse momentum prel
⊥ with respect to the closest

track jet in MC simulation. (b) prel
⊥ distribution in data and results of the maximum likelihood

fit. The red dashed and the blue dotted line are the b- and cudsg-templates, respectively. The
black full circles correspond to the data distribution, while the black line is the result of the
fitting procedure.

binning in muon transverse momentum or pseudorapidity) and for each bin in muon trans-
verse momentum and pseudorapidity. Since the shape of the prel

⊥ distribution in cc- and light-
quark/gluon (udsg) events cannot be distinguished by the fit, the two background compo-
nents are combined and a fit discriminating the signal component against a single background
component is implemented. The c-background template is determined from MC simulation.
The template of the udsg background is dominated by hadrons misidentified as muons (fake
muons, mostly from hadron in-flight decays) and is determined in data with the hadron spec-
trum and the muon fake probability. Hadrons satisfying all muon track selection criteria (ex-
cept for muon identification) are weighed with the muon fake probability and used instead of
muons to determine the prel

⊥ template. The muon fake probability is taken from MC simulation,
as the current data sample size does not allow a precise determination of this quantity.

The fit finds the scale factor αb between the number of selected b-events in data and the number
of selected b-events in the MC simulated event sample, i.e.,

Ndata
b = αb · NMC

b .

The result of the fit in the full sample is displayed in Fig. 1 (b). Extensive tests to validate the
fitting procedure were performed [28] with repeated fits of MC pseudo-experiments obtained
by appropriate random variations. A satisfactory performance of the fit was observed: the fit
result does not show a significant bias and the errors are properly calculated by the fitter. The
stability of the fit was successfully tested by performing repeated fits with varied binning.

Global muon: combined fit of 
silicon and muon-chamber hits, 
belonging to the independent 
tracker and muon system.
              pt>3 GeV/c
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Figure 2: Differential cross section (a) dσ
dpµ

⊥
(pp → b + X → µ + X′, |ηµ| < 2.1), and (b)

dσ
dηµ (pp → b + X → µ + X′, pµ

⊥ > 6 GeV). The points with error bars are the CMS measure-
ments. The horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.
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dηµ (pp → b + X → µ + X′, pµ

⊥ > 6 GeV). The points with error bars are the CMS measure-
ments. The horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.
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is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.
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function and the parameter εb defines the hardness of the fragmentation. The uncertainty of
the fragmentation is studied by varying the parameter εb between 0.003 and 0.010 and results
in a systematic error of 1–4 % on the reconstruction efficiency.

A sample generated with EvtGen is used to investigate the uncertainty in modeling the b-
hadron decay properties. A systematic error of 3 % is found. Varying the fraction of prompt
b → µ decays with respect to b → c → µ decays within its uncertainty [32] changes the
measured cross section by 1 %.

Neither the muon trigger efficiency nor the track jet finding is affected significantly by the
variation of the fragmentation and decay parameters.

The signal template is validated in data through a control sample enriched in b decays. Muons
with a large impact parameter significance (calculated with respect to the jet axis) of d0/σd0 >
20 result in an event sample with a b fraction of about 90 %. The shape of the prel

⊥ template in
these events agrees well with the MC expectation. However, the limited statistics of the data
control sample do not allow its use in the fit.

The number of simulated events induces an uncertainty of 1–4 %.

The systematic error due to the modeling of the underlying event was studied by using MC
simulated event samples generated with different MC tunes. They were fit with the standard
templates and the observed variation was negligible. The selection efficiency changes are of
the order 10 %.

At the present early stage of the CMS experiment, the integrated luminosity recorded is known
to about 11 % [33].

7 Conclusions
A first measurement of the inclusive b-quark production cross section at a center-of-mass en-
ergy of

√
s = 7 TeV has been made. The measurement is based on data corresponding to an

integrated luminosity of L = 8.1 nb−1. The data was recorded by the CMS experiment during
the first months of data taking in spring 2010.

The preliminary result for the total inclusive b-quark production cross section in the visible
kinematic range is

σ(pp → b + X → µ + X′, pµ
⊥ > 6 GeV, |ηµ| < 2.1) = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

Furthermore, a measurement of the differential b-quark production cross section as a function
of muon transverse momentum and pseudorapidity was made. The result was compared to
MC predictions. The data tends to be higher than the MC@NLO prediction. Furthermore, the
shape of the pseudorapidity distribution is not well described by MC@NLO.
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1 Introduction
Event shape variables provide geometrical information about the energy flow in hadronic
events. Suitably defined event shapes can be described by the theory of Quantum Chromo-
dynamics (QCD) [1–3]. They were among the first observables proposed to test QCD and have
subsequently been closely connected with progress in the theory. At e+e− and ep colliders,
event shapes played a crucial role in the extraction of the strong coupling. They have been
essential in tuning the parton shower and non-perturbative components of Monte Carlo event
generators and have provided a laboratory for developing and testing analytical insight into
the hadronisation process. More recently, a large set of event-shape variables suitable for pp
colliders has been proposed in [4]. An important aspect of these variables is their normalization
to the total transverse momentum or energy in the event. It is thereby anticipated that energy
scale uncertainties should cancel to a large extent. Event shapes have thus been proposed as
a valuable tool for early measurements of the properties of QCD events at the LHC and the
tuning of Monte Carlo models.

In the following, we present a first study of two event shape variables with the initial data
sample of 7 TeV proton-proton collisions collected with the CMS detector at the LHC, corre-
sponding to an integrated luminosity of 78 nb−1. The four-momenta of jets in the hadronic
final state is used as input to the event-shape calculation. Jet finding is performed using the
anti-kT clustering algorithm [5], with four different sets of reconstructed objects as input for
comparison.

2 Definition of the Hadronic Event-Shape Variables
This study focuses on two event shape variables: the central transverse thrust T⊥,C and the cen-
tral thrust minor Tm,C . The term central (C) indicates that the input to the calculation of these
quantities are jets in the central region of the detector (|η| < 1.3, see Section 4).

The central transverse thrust is defined as [4]:

T⊥,C ≡ max
!nT

∑i∈C |!p⊥,i ·!nT|
∑i∈C p⊥,i

. (1)

where p⊥,i are the transverse momenta of all selected jets with respect to the beam axis. The
transverse axis, for which the maximum is obtained, is the thrust axis!nT,C . The variable that is
typically used in perturbative calculations is τ⊥,C ≡ 1− T⊥,C , referred to as central transverse
thrust in the following.

The central thrust minor is a measure of the momentum out of the plane defined by !nT,C and
the beam axis. It is defined as:

Tm,C ≡
∑i∈C |!p⊥,i ×!nT,C |

∑i∈C p⊥,i
. (2)

The sensitivity of these event shapes to the experimental absolute energy scale is reduced,
because of cancellations in the ratio. It is therefore expected that these event shapes will be
robust against uncertainties in the detector performance, as will be shown below.

3 Jet Reconstruction
Calorimetric energy deposits are collected in the lead-tungstate crystal electromagnetic cal-
orimeter (ECAL) and the brass-scintillator hadronic calorimeter (HCAL). These calorimeters
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Figure 1: The central transverse thrust (left) and central thrust minor (right) distributions for
calorimeter jets in events with leading jet pT > 60 GeV/c. The bars represent the statistical
uncertainty on the data, and the yellow bands represent the sum of statistical and systematic
errors. Bottom plots show the ratio between data and the different simulation samples, includ-
ing the jet resolution uncertainty on Monte Carlo simulations.

Yellow bands-  syst. and stat. uncertainties added in quadrature
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Figure 2: The central transverse thrust (left) and central thrust minor (right) distributions for
calorimeter jets in events with leading jet pT > 90 GeV/c. The bars represent the statistical
error on the data, and the yellow bands represent the sum of statistical and systematic errors.
Bottom plots show the ratio between data and the different simulation samples, including the
jet resolution uncertainty on Monte Carlo simulations.

leading jet pt> 60 GeV
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Figure 1: The central transverse thrust (left) and central thrust minor (right) distributions for
calorimeter jets in events with leading jet pT > 60 GeV/c. The bars represent the statistical
uncertainty on the data, and the yellow bands represent the sum of statistical and systematic
errors. Bottom plots show the ratio between data and the different simulation samples, includ-
ing the jet resolution uncertainty on Monte Carlo simulations.

6 5 Results
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Figure 2: The central transverse thrust (left) and central thrust minor (right) distributions for
calorimeter jets in events with leading jet pT > 90 GeV/c. The bars represent the statistical
error on the data, and the yellow bands represent the sum of statistical and systematic errors.
Bottom plots show the ratio between data and the different simulation samples, including the
jet resolution uncertainty on Monte Carlo simulations.
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Yellow bands- quadratic sum of syst. and stat. uncertainties
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10 8 Measurement of the Z → e+e− signal yield

The sources of systematic uncertainty for the fit procedure are: the uncertainty in the rela-
tive normalization of the electroweak background component, shape biases in the QCD back-
ground, and shape biases in the signal component. The electroweak background normalization
has uncertainty primarily due to any potential mis-modeling of the acceptance and efficiency
of electrons from W → τν and Z → e+e− relative to that of W → eν, resulting in systematic
biases of 0.1%. The QCD background shape biases are estimated by examining the E/T distri-
butions of events passing the W → eν selection with electron selection criteria inverted, such
as isolation (see Fig. 9), and η − φ matching requirements between the electron track and its
ECAL cluster. The functional form chosen describes all of these samples well, and with the
same parameter values. The fit is also performed with σ1 allowed to float. The systematic bias
in the signal yield, resulting from these alternative parameter values, is 2.2%. Uncertainties
from signal shape biases are estimated by the mean expected bias from alternative E/T shapes.
The alternative shapes span the range of E/T shapes obtained from varying the electron energy
scale by ±1% in EB and ±3% in EE. This variation of scale can change the signal yield by up to
2.7%. The alternative shapes also span the range of W E/T recoil allowed by using the minimum
bias data to constrain the underlying event energy modelling in our W simulation. The result-
ing mean bias in the signal yield expected from this range is 1.4%. The E/T shape will also vary
due to the uncertainty of efficiency corrections to the simulation (as described in Section 9); this
translates into signal yield variations of up to 0.3%.
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Figure 7: Distribution of E/T for the selected W→ eν candidates in data (points). Superimposed
are the results of the likelihood fit for QCD background (violet), all backgrounds (orange), and
signal plus background (yellow).

8 Measurement of the Z → e+e− signal yield
Z candidates are required to have two electrons, with ECAL cluster ET > 20 GeV, satisfying
the criteria of the Section 6, but with a looser operating point than the W selection for electrons.

6 5 Muon efficiency studies in data
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Figure 3: Fit to the MT spectrum of W candidates (black points) together with the templates for
the different processes, for an integrated luminosity of 198 nb−1: W signal, other electroweak
processes, and QCD background (solid histograms). The signal yield is NW = 818± 27, where
the indicated error is statistical only.

The overall efficiency from muon reconstruction methods and identification criteria is studied
with high-pT inclusive muons (pT > 15 GeV/c) satisfying most of the selection criteria de-
scribed in Section 2. This muon sample has a large b-decay component, resembling the prompt
muons expected in W and Z production. Differences in efficiency between data and Monte
Carlo are therefore interpreted as potential biases in the efficiency of our electroweak selected
samples. The muon efficiency has three distinguishable components: 1) the efficiency to find
a track in the inner tracker, 2) the efficiency to find a track in the muon chambers, 3) the effi-
ciency of the remaining set of identification cuts. The inner tracker efficiency is studied using
well-reconstructed tracks in the muon chamber as probes. The tracker efficiency in the muon
chambers is probed with “tracker muons”, which are tracks with loose matchings to muon
segments, but not a muon track. Finally the efficiency of the remaining identification cuts is
studied by switching them on and off and comparing the variations in efficiency observed in
data and Monte Carlo. All checks provide results that are consistent with the Monte Carlo pre-
dictions within the statistical uncertainty of the checks, almost independently of the pseudo-
rapidity region. The results are also compatible with dedicated tag-and-probe checks on the
Z → µ+µ− sample. This statistical uncertainty, 3%, is propagated into the W measurement as
a systematic uncertainty. In the Z case this uncertainty is found to be lower, 2.5%, due to the
looser requirements on one of the muons in the event.

Trigger efficiencies are studied using Z → µ+µ− events. For the W → µν case we select Z →

8 6 Electron identification and selection
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Figure 5: Invariant mass distribution of the selected Z → µ+µ− candidates in data superim-
posed to the MC expectation. Left: linear, right: logarithmic scale.
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Figure 6: Isolation cut efficiency correction for prompt muons (per muon) as a function of the
cut. Left: W → µν case, where the nominal cut is at 0.15. Right: Z → µ+µ− case, where the
nominal cut is at 3 GeV.

|η| < 3.0 in two endcap regions (EE).

Electron candidates are selected online from events that: pass a “Level 1” (L1) trigger filter,
evaluated by customized hardware, which requires a coarse-granularity region of the ECAL
to have ET > 5 GeV; and that subsequently pass a “High Level Trigger” (HLT) software filter,
requiring an ECAL cluster with ET > 15 GeV, using the full granularity of the ECAL and ET
measurements calibrated to offline precision [19].

Electron candidates require an ECAL cluster [20] with ET > 20 GeV for W or Z candidates,
and with |η| < 1.4442 for EB clusters or 1.566 < |η| < 2.500 for EE clusters. ECAL clusters are
required to match tracks using an algorithm [21] which accounts for possible energy loss due
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Figure 10: Distribution of Mee for the selected Z → e+e− candidates in data (points). Superim-
posed are simulated estimates of signal and background components, normalized to 198 nb−1.

10 Systematic uncertainties
The largest uncertainty for the cross section measurement comes from the luminosity measure-
ment, currently estimated to be 11% [10]. This uncertainty should decrease in the future. We
quote it separately from the other systematic uncertainties.

The first group of sources of systematics is related with uncertainties in the experimental re-
sponse predicted by CMS simulations. Particularly important are estimates of lepton recon-
struction, identification, trigger and isolation efficiencies, which are discussed in Sections 5
and 9.

Sub-dominant systematic uncertainties come from the lepton energy/momentum scale and
resolution. Studies of high-energy cosmic ray events, alignment discrepancies between inner
tracker extrapolations and muon chamber positions, low-mass dimuon resonances and esti-
mated uncertainties on tracker alignment show that scale shifts above 1% for muons with
pT ∼ 40 GeV/c can be excluded. This leads to a small uncertainty in the W → µν analysis,
1%. In the electron case, scale shifts as large as 3% cannot be ignored, leading to a systematic
uncertainty in the W → eν cross section of 2.7%.

The last source of experimental uncertainty is the limited knowledge of the intrinsic hadronic
recoil response which contributes to the E/T measurement. Studies of photon plus jet final
states [12] and the recoil distribution against leptons in W events indicate that discrepancies as
large as 10% between data and Monte Carlo for the response in this relatively low-E/T region
cannot be excluded. This uncertainty has a relatively small impact on W → µν, and a 1.4%
impact on the W → eν cross section.

The QCD background shapes are fitted in the signal extraction procedure, and studies with
Monte Carlo show that possible biases are small compared with the statistical precision of the
measurement. Since the contributions from the electroweak backgrounds is fixed as a relative
contribution to the W → !ν signal component, theoretical biases in their normalization can be
neglected.

Theoretical uncertainties in the W → !ν cross section measurement enter in the determination

Measurements of Inclusive W and Z Cross sections in pp collisions at 7TeV. 
CMS PAS EWK-10-002
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Figure 12: Summary of results for W and Z(γ∗) production, and ratio.
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Figure 13: Summary of results for W+ and W− production, and ratio.
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1. Suppressing QCD background in SUSY searches with 

2 2 Suppressing QCD contributions to MET

tifying the QCD backgrounds in SUSY searches. In Sec. 2, we measure the performance of
several methods designed to suppress artificial MET contributions from QCD, including the
αT variable, ∆φ between MET and jets, and ∆φ between the missing momentum measured
with calorimeter energy clusters and that measured with track momenta. In Sec. 3, we test
data-driven methods for predicting the MET distribution by comparing their predictions to
measured distributions in control samples. In Sec. 4, we study several methods for predicting
the QCD backgrounds in signatures with leptons.

The methods under development must perform well in event environments and kinematic
regimes distinct from those relevant for electroweak measurements. For example, SUSY topolo-
gies often involve low pT leptons and large numbers of jets. We therefore consider the perfor-
mance of these methods as a function of such quantities. With the limited data sample cur-
rently available, we are not yet able to fully probe the kinematic phase space relevant for SUSY
searches. Nevertheless, we are able to perform meaningful first tests of these methods with
data.

Although we make several data-Monte Carlo comparisons, the purpose of developing data-
driven methods is that we will not depend on their precise agreement. Finally, we note that a
detailed discussion of MET reconstruction and performance is presented in Ref. [2].

2 Suppressing QCD contributions to MET
For the reasons discussed in the previous section, methods that strongly suppress QCD back-
ground will be of great importance in SUSY searches with early LHC data. In particular, QCD
events in which hadronic activity is mis-measured, producing artificial MET, constitute a key
background that must be carefully controlled. Such events may be suppressed using a variety
of kinematic variables or information from complementary detector systems. In the following
sections, we present examples of such variables and progress in characterizing their behavior.

2.1 Suppressing QCD background in SUSY searches with αT

The variable αT characterizes the overall transverse momentum balance of the event. In this
respect, it is similar to MET, but αT is dimensionless by virtue of using the ratios of magnitudes
of transverse momenta (as well as their relative angles) rather than a vector sum of the trans-
verse momenta of the reconstructed jets. CMS is developing analyses using both MET and αT
as complementary approaches.

Like MET, αT is a powerful discriminator against QCD background. In such events, the ob-
served MET is primarily due to jet resolution effects rather than to real missing momentum
carried by unobserved particles. While QCD background is not the only or even the dominant
background in the jets + MET search, it is perhaps the most challenging to control due to the
large but poorly known cross section, the lack of precise theoretical predictions for the event
properties (e.g., the number of jets and kinematic distributions), and the high degree of sen-
sitivity to detector performance. The αT variable is not intended as a tool for suppression of
tt̄, W+jets, and other backgrounds in which high-energy neutrinos from W decay produce real
MET. These backgrounds must be suppressed and determined with other methods.

CMS has previously described how hadronic SUSY searches can be performed using αT, both
in di-jet [3] and multi-jet channels [4]. These studies were motivated by the original paper
by Randall and Tucker [5], who developed a closely related quantity (α) for the di-jet + MET
signature. Here we provide a short discussion of αT; further information is contained in the
references.
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Figure 1: Plots of the αT distribution in di-jet events (left) and multijet events (right). The rows
correspond to 80 < HT < 120 GeV and HT > 120 GeV, and they demonstrate the reduction of
the αT tail as HT increases. Data/MC ratio plots are included in each case. These distributions
were made with calorimeter-based jets. Distributions for the Jet-plus-tracks and Particle-flow
algorithms are appended in Figs. 19 and 20.

2.2 Study of αT in 7 TeV Data; dependence on HT

In this section, we report results on the shape of the αT distribution in QCD samples and the
dependence of this shape on the HT of the event. We are particularly interested in the steepness
in the falloff of the αT distribution above αT = 0.5, and we measure the dependence of the
rejection power of the requirement αT > 0.55 as a function of the HT of the event.

We use a 12 nb−1 sample collected with a trigger requiring at least one jet with (uncorrected)
pT > 15 GeV and a 57 nb−1 sample with a trigger requiring a photon of pT > 15 GeV.

Figure 1 shows the shape of the αT distribution in the jet-triggered sample. Jets are selected

The plots demonstrate the reduction of 
the       tail with

increase of 

2 2 Suppressing QCD contributions to MET

tifying the QCD backgrounds in SUSY searches. In Sec. 2, we measure the performance of
several methods designed to suppress artificial MET contributions from QCD, including the
αT variable, ∆φ between MET and jets, and ∆φ between the missing momentum measured
with calorimeter energy clusters and that measured with track momenta. In Sec. 3, we test
data-driven methods for predicting the MET distribution by comparing their predictions to
measured distributions in control samples. In Sec. 4, we study several methods for predicting
the QCD backgrounds in signatures with leptons.

The methods under development must perform well in event environments and kinematic
regimes distinct from those relevant for electroweak measurements. For example, SUSY topolo-
gies often involve low pT leptons and large numbers of jets. We therefore consider the perfor-
mance of these methods as a function of such quantities. With the limited data sample cur-
rently available, we are not yet able to fully probe the kinematic phase space relevant for SUSY
searches. Nevertheless, we are able to perform meaningful first tests of these methods with
data.

Although we make several data-Monte Carlo comparisons, the purpose of developing data-
driven methods is that we will not depend on their precise agreement. Finally, we note that a
detailed discussion of MET reconstruction and performance is presented in Ref. [2].

2 Suppressing QCD contributions to MET
For the reasons discussed in the previous section, methods that strongly suppress QCD back-
ground will be of great importance in SUSY searches with early LHC data. In particular, QCD
events in which hadronic activity is mis-measured, producing artificial MET, constitute a key
background that must be carefully controlled. Such events may be suppressed using a variety
of kinematic variables or information from complementary detector systems. In the following
sections, we present examples of such variables and progress in characterizing their behavior.

2.1 Suppressing QCD background in SUSY searches with αT

The variable αT characterizes the overall transverse momentum balance of the event. In this
respect, it is similar to MET, but αT is dimensionless by virtue of using the ratios of magnitudes
of transverse momenta (as well as their relative angles) rather than a vector sum of the trans-
verse momenta of the reconstructed jets. CMS is developing analyses using both MET and αT
as complementary approaches.

Like MET, αT is a powerful discriminator against QCD background. In such events, the ob-
served MET is primarily due to jet resolution effects rather than to real missing momentum
carried by unobserved particles. While QCD background is not the only or even the dominant
background in the jets + MET search, it is perhaps the most challenging to control due to the
large but poorly known cross section, the lack of precise theoretical predictions for the event
properties (e.g., the number of jets and kinematic distributions), and the high degree of sen-
sitivity to detector performance. The αT variable is not intended as a tool for suppression of
tt̄, W+jets, and other backgrounds in which high-energy neutrinos from W decay produce real
MET. These backgrounds must be suppressed and determined with other methods.

CMS has previously described how hadronic SUSY searches can be performed using αT, both
in di-jet [3] and multi-jet channels [4]. These studies were motivated by the original paper
by Randall and Tucker [5], who developed a closely related quantity (α) for the di-jet + MET
signature. Here we provide a short discussion of αT; further information is contained in the
references.
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Figure 1: Plots of the αT distribution in di-jet events (left) and multijet events (right). The rows
correspond to 80 < HT < 120 GeV and HT > 120 GeV, and they demonstrate the reduction of
the αT tail as HT increases. Data/MC ratio plots are included in each case. These distributions
were made with calorimeter-based jets. Distributions for the Jet-plus-tracks and Particle-flow
algorithms are appended in Figs. 19 and 20.

2.2 Study of αT in 7 TeV Data; dependence on HT

In this section, we report results on the shape of the αT distribution in QCD samples and the
dependence of this shape on the HT of the event. We are particularly interested in the steepness
in the falloff of the αT distribution above αT = 0.5, and we measure the dependence of the
rejection power of the requirement αT > 0.55 as a function of the HT of the event.

We use a 12 nb−1 sample collected with a trigger requiring at least one jet with (uncorrected)
pT > 15 GeV and a 57 nb−1 sample with a trigger requiring a photon of pT > 15 GeV.

Figure 1 shows the shape of the αT distribution in the jet-triggered sample. Jets are selected

2.1 Suppressing QCD background in SUSY searches with αT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT
, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and
MT is the transverse mass of the di-jet system, defined as MT =

√
2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the
beam (z) direction is ignored (hence the notation MT). Then αT =

√
pT2/pT1/

√
2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding
MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have
αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is
mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the
lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent
di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,
is largely confined to the region αT < 0.5, with a large tail extending below and a smaller
tail extending above this value. In contrast, the αT distributions of events from SUSY models
and other SM backgrounds, extend to well above this value. These observations also hold for
muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting
of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−!pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.
MHT is closely analogous to MET but is based only on the transverse energy clustered into jets
(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.
We specify a unique configuration by minimizing ∆HT over the possible partitions. While
this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system
in Eq. 1 can be written

αT =
1
2

HT − ∆HT

MT
→ αT =

1
2

HT − ∆HT√
H2

T − (MHT)2
. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite
similar to that of Eq. 1 for a di-jet event.
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and other SM backgrounds, extend to well above this value. These observations also hold for
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and define the missing HT as
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where the quantity within the absolute values also describes a direction in the transverse plane.
MHT is closely analogous to MET but is based only on the transverse energy clustered into jets
(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.
We specify a unique configuration by minimizing ∆HT over the possible partitions. While
this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
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We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT
, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and
MT is the transverse mass of the di-jet system, defined as MT =

√
2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the
beam (z) direction is ignored (hence the notation MT). Then αT =

√
pT2/pT1/

√
2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding
MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have
αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is
mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the
lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent
di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,
is largely confined to the region αT < 0.5, with a large tail extending below and a smaller
tail extending above this value. In contrast, the αT distributions of events from SUSY models
and other SM backgrounds, extend to well above this value. These observations also hold for
muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting
of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
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−!pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.
MHT is closely analogous to MET but is based only on the transverse energy clustered into jets
(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.
We specify a unique configuration by minimizing ∆HT over the possible partitions. While
this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system
in Eq. 1 can be written
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→ αT =
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HT − ∆HT√
H2

T − (MHT)2
. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite
similar to that of Eq. 1 for a di-jet event.

If pt one of the jets is mismeasured
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We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT
, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and
MT is the transverse mass of the di-jet system, defined as MT =
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formulation, the jets are regarded as massless objects, and the momentum component along the
beam (z) direction is ignored (hence the notation MT). Then αT =
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For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding
MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have
αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is
mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the
lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent
di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,
is largely confined to the region αT < 0.5, with a large tail extending below and a smaller
tail extending above this value. In contrast, the αT distributions of events from SUSY models
and other SM backgrounds, extend to well above this value. These observations also hold for
muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting
of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−!pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.
MHT is closely analogous to MET but is based only on the transverse energy clustered into jets
(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.
We specify a unique configuration by minimizing ∆HT over the possible partitions. While
this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system
in Eq. 1 can be written

αT =
1
2

HT − ∆HT

MT
→ αT =

1
2

HT − ∆HT√
H2

T − (MHT)2
. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite
similar to that of Eq. 1 for a di-jet event.

 ! " #ॿޱޱݭͯݏݏԓ״Ͽ,-.ɏſʯ֊Ͽۿݭॿ˿״ԓ״#�#ÿͯޱſݭʯӿͯޱ৺ߺԓӿαT 3

We first consider a di-jet system, the application for which αT was first developed, and define

αT ≡
pT2

MT
, (1)

where pT2 is the magnitude of the transverse momentum of the jet with the lower pT and
MT is the transverse mass of the di-jet system, defined as MT =

√
2pT1 pT2(1− cos ∆φ). In this

formulation, the jets are regarded as massless objects, and the momentum component along the
beam (z) direction is ignored (hence the notation MT). Then αT =

√
pT2/pT1/

√
2(1− cos ∆φ).

For a perfectly measured di-jet event with no real MET, pT1 = pT2 and ∆φ = π, yielding
MT = 2pT1 = 2pT2 so that a perfectly balanced di-jet event (with no real MET) should have
αT = 0.5. If the di-jet system has no real MET but the pT of one (and only one) of the jets is
mismeasured, then by construction αT < 0.5 because pT2 is defined to be the momentum of the
lower momentum jet. If, however, a third jet is completely lost, then αT > 0.5 for the apparent
di-jet event.

In practice, the QCD background, as observed in Monte Carlo simulation and in early data,
is largely confined to the region αT < 0.5, with a large tail extending below and a smaller
tail extending above this value. In contrast, the αT distributions of events from SUSY models
and other SM backgrounds, extend to well above this value. These observations also hold for
muli-jet events, with the appropriate definition of αT.

To adapt this formalism to the case of multi-jet events, we regard such a system as consisting
of two pseudo-jets and generalize the quantities

HT = pT1 + pT2 → HT = ∑
jets j

pTj

∆HT = pT1 − pT2 → ∆HT = pTpseudojet 1 − pTpseudojet 2 (2)

and define the missing HT as

MHT ≡ | ∑
jets j

−!pTj|, (3)

where the quantity within the absolute values also describes a direction in the transverse plane.
MHT is closely analogous to MET but is based only on the transverse energy clustered into jets
(and is therefore dependent on jet thresholds).

The partition of the multi-jet system into two pseudo-jets can be performed in multiple ways.
We specify a unique configuration by minimizing ∆HT over the possible partitions. While
this quantity still involves the scalar difference between the pT values of the two pseudo-jets,
the pT of each pseudo-jet arises as a vector sum (in the transverse plane) of the individual
contributions of actual jets to each pseudo-jet. In terms of these quantities, αT for a di-jet system
in Eq. 1 can be written

αT =
1
2

HT − ∆HT

MT
→ αT =

1
2

HT − ∆HT√
H2

T − (MHT)2
. (4)

The latter quantity in Eq. 4 can be applied to the multi-jet system, and its behavior is quite
similar to that of Eq. 1 for a di-jet event.
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 Electron Background prediction

The leptons produced in cascade decay of SUSY particles are usually isolated from the other 
energy and are well distinct.

Relative isolation:  ΔR/pt

ΔR=0.3- the radius of the
 isolation cone around the 
 lepton candidate.

14 4 Predicting QCD contributions to lepton samples

Figure 11: Fits to the distribution of relative isolation of electrons. Left: pT > 10 GeV sample.
Right: pT > 10 GeV sample, with MET < 20 GeV to suppress W events. The fit provides a
good description of the data.

Figure 12: Predicted vs. measured number of isolated electrons (relative isolation < 0.3) from
background sources as a function of HT. Left: All events. Right: Only events with low MET,
which suppresses W → eν to obtain a background dominated sample.

Since we would like to confirm that the isolation distribution modeling performs well for dif-
ferent regions in the overall hadronic selection of the events, we repeat the fits for different
values of the total HT of the event. Figure 12 compares the predicted yield of isolated electrons
from these fits to the number observed in the data. After the W component is suppressed with
the MET requirement, the predicted and observed yields are in good agreement.

4.2 Muon background prediction with isolation fits

For a data-driven determination of the background from non-prompt muons to the prompt
muon signal, we exploit the smooth shape of the muon isolation distribution. Because the
region populated by prompt leptons is narrow, one can perform an extrapolation from the
non-isolated to the isolated muon region. This procedure would normally be performed after
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4.2 Muon background prediction with isolation fits

For a data-driven determination of the background from non-prompt muons to the prompt
muon signal, we exploit the smooth shape of the muon isolation distribution. Because the
region populated by prompt leptons is narrow, one can perform an extrapolation from the
non-isolated to the isolated muon region. This procedure would normally be performed after
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(relative isolation < 0.3) from 
background sources.

W contamination



 Muon Background prediction4.2 Muon background prediction with isolation fits 15

Relative isolation

0 0.5 1 1.5 2 2.5

E
n

tr
ie

s
 /

 0
.0

5

0

50

100

150

200

250

Relative isolation

0 0.5 1 1.5 2 2.5

E
n

tr
ie

s
 /

 0
.0

5

0

50

100

150

200

250

Relative isolation

0 0.5 1 1.5 2 2.5

E
n

tr
ie

s
 /

 0
.0

5

0

50

100

150

200

250

Data

Fit result

Fit prompt

Fit background

MC prompt

MC background

CMS preliminary
-1 = 7 TeV, 53 nbs

 control = 248)
T

 (M
stat.

 (17.9)±Prompt: 251.2 

 control = 72)
T

 (M
stat.

 (11.3)±Background: 66.2 

Relative isolation

0 0.5 1 1.5 2 2.5

E
n

tr
ie

s
 /

 0
.0

5

0

10

20

30

40

50

60

70

Relative isolation

0 0.5 1 1.5 2 2.5

E
n

tr
ie

s
 /

 0
.0

5

0

10

20

30

40

50

60

70 CMS preliminary
-1 = 7 TeV, 14 nbs

/ndf = 1.32!

Data

Fit

Fit signal

Figure 13: Isolation distribution for muons with fitted contributions from prompt and non-
prompt muons. Left: All selected events with MET > 20 GeV. Right: Background dominated
events selected with MET < 20 GeV and HT > 20 GeV. The full sample contains an isolated
muon contribution of 251.2 ± 17.9 events, which is consistent with the expectation from the
W → µν process using the muon transverse mass as a control distribution. The fitted back-
ground prediction is consistent with and without the W rejection, as seen by overlaying the
fitted background shape without W rejection (green band) and the fit after rejection (blue line).

applying the SUSY analysis cuts (apart from isolation). The background (non-isolated) sample
would therefore be subject to the kinematic constraints of the analysis. In the case where a
separate control sample is used to enhance the statistical power of the method, as in Sec. 4.3,
one must ensure that the kinematic distributions of the control sample are suitably weighted to
match that of the analysis sample.

This study uses a sample of 53.4 nb−1 and a muon trigger with a low threshold, pT > 3 GeV.
Tighter offline requirements are then applied: pT(µ) > 10 GeV, |η| < 2.1, and track quality
cuts. The Particle Flow algorithm is used to compute the relative isolation.

Figure 13 shows the distributions of relative muon isolation. In Fig. 13 (left), all events with
MET > 20 GeV are shown, and a significant peak is observed in the signal (low-isolation)
region, along with a broad distribution associated with non-prompt muons. The peak is asso-
ciated with W → µν decays, and it provides a clear example of the narrow region populated by
prompt muons from decays of heavy particles. The shape of this component was taken from
Monte Carlo.

To explicitly study the tail of the non-prompt muon isolation distribution, without contamina-
tion from W events, we use a sample collected with a prescaled pT > 15 GeV (uncorrected) jet
trigger and require MET< 20 GeV and HT > 20 GeV. As shown in Fig. 13 (right), a simple two-
parameter function (in this case a Landau distribution) is adequate to describe the isolation
distribution with a good χ2/dof.

The distributions of relative muon isolation.  
All selected events MET>20 GeV.

Background dominated events, 
MET<20GeV, Ht>20GeV

Prompt muons from decays
 of heavy particles

Non-prompt muons

Green band- fit without W rejection
Blue line- fit after W rejection



Estimation of the most probable value of dE/dx

6 6 Ionization-based Mass Reconstruction
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Figure 2: Left: distribution of Ias for the tracker-only data candidates passing the pre-selection
with and without the cluster cleaning procedure. Right: same distributions for a 200 GeV/c2

gluino MC sample, where only reconstructed tracks matched to the simulated HSCP particles
are considered. This distribution is normalized to the integrated luminosity of the analyzed
datasets.

A study performed on MC indicates that a selection that uses the Ias discriminator in the place
of the Ih estimator increases the signal-to-noise ratio by a factor 3. The division in subsamples
according to the track number of hits (η) brings an additional increase by a factor 8 (1.3).

6 Ionization-based Mass Reconstruction
The most probable value of the particle dE/dx is estimated using a harmonic estimator Ih of
grade k = −2:

Ih =
(

1
N ∑

i
ck

i

)1/k

with k = −2 (2)

where ci is the charge per unit path length of the i-th hit attached to a given reconstructed track.
In order to estimate the mass of highly ionizing particles, the following relationship between
Ih, p and m is assumed in the momentum region below that corresponding to the minimum of
ionization:

Ih = K
m2

p2 + C (3)

Equation 3 reproduces with an accuracy of better than 1% the Bethe-Bloch formula in the inter-
val 0.4 < β < 0.9, which corresponds to specific ionizations in the range of 1.1 to 4 times the
MIP specific ionization.

Figure 4 (left) shows the distribution of Ih versus p for all reconstructed tracks with at least
12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. The two bands departing towards high Ih values at
about 0.7 and 1.5 GeV/c in momentum are due to kaons and protons, respectively, while the

6 6 Ionization-based Mass Reconstruction

dE/dx discriminator

0 0.2 0.4 0.6 0.8 1

#
T

ra
c
k
s

1

10

2
10

3
10

4
10

5
10

6
10 Tracker - Only

With ClusterCleaning

Without Cluster Cleaning

Data

-1 = 7TeV   198 nb sCMS Preliminary 2010   

dE/dx discriminator

0 0.2 0.4 0.6 0.8 1

#
T

ra
c
k
s

1

10

Tracker - Only

With ClusterCleaning

Without Cluster Cleaning

 200g~MC - 

-1 = 7TeV   198 nb sCMS Preliminary 2010   

Figure 2: Left: distribution of Ias for the tracker-only data candidates passing the pre-selection
with and without the cluster cleaning procedure. Right: same distributions for a 200 GeV/c2

gluino MC sample, where only reconstructed tracks matched to the simulated HSCP particles
are considered. This distribution is normalized to the integrated luminosity of the analyzed
datasets.

A study performed on MC indicates that a selection that uses the Ias discriminator in the place
of the Ih estimator increases the signal-to-noise ratio by a factor 3. The division in subsamples
according to the track number of hits (η) brings an additional increase by a factor 8 (1.3).
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In order to estimate the mass of highly ionizing particles, the following relationship between
Ih, p and m is assumed in the momentum region below that corresponding to the minimum of
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p2 + C (3)

Equation 3 reproduces with an accuracy of better than 1% the Bethe-Bloch formula in the inter-
val 0.4 < β < 0.9, which corresponds to specific ionizations in the range of 1.1 to 4 times the
MIP specific ionization.

Figure 4 (left) shows the distribution of Ih versus p for all reconstructed tracks with at least
12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. The two bands departing towards high Ih values at
about 0.7 and 1.5 GeV/c in momentum are due to kaons and protons, respectively, while the

ci- charge per unit path length for the i-th hit of  the track

For p region below  minimum ionization

Ih estimator
At least 12 hits in SiStrip

0.7<p<1.5 GeV/c - kaons and protons
p>1.5GeV- deuterons

8 6 Ionization-based Mass Reconstruction

third band is from deuterons. Parameters K and C are determined from a fit to the proton band.
The fitted parameters are K = 2.579± 0.001 and C = 2.557± 0.001.

The mass spectrum obtained using Eq. 3 for all tracks with Ih > 5 MeV/cm and p < 2 GeV/c
is shown in Fig. 4 (right). The known values of the kaon and proton masses are also indicated
as vertical lines on the figure. The histogram obtained with MC does not display the deuteron
peak because PYTHIA does not produce such particles in pp collisions [9].
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Figure 4: Left: Distribution of the measured p and Ih for all reconstructed tracks with at least
12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. Right: reconstructed mass spectrum in data and MC for
all tracks used for the figure on the left, but with Ih > 5 MeV/cm and p < 2.0 GeV/c. Deuteron
production is not simulated in PYTHIA [9].

For mass values of 100 GeV/c2 or higher, the mass resolution is expected to worsen signifi-
cantly mainly because of the deterioration of the resolution on the p measurement. Another
instrumental effect affecting both the mass scale and the mass resolution is the silicon strip
tracker ADC cut-off, which becomes increasingly important as the HSCP β spectrum becomes
softer. Indeed, the lower the HSCP β, the higher its dE/dx and, therefore, the higher the chance
of having some of its charge measurements truncated. For 300 µm of silicon, truncation starts
at β values as low as 0.55. This β threshold grows with the square root of the path length and
reaches 1 (MIPs) for path lengths as long as 900 µm. As a consequence, the measured HSCP Ih
value will be underestimated and the resulting point in the 2-dimensional p-Ih plane will de-
part from the corresponding constant-mass curve and populate regions at lower mass values.
These effects are visible in Fig. 5, which has been obtained on the MC t̃1 signal samples. The
distribution of Ih and p for all reconstructed tracks passing the pre-selection and matched in
direction to the simulated HSCPs in the event are shown in Fig. 5 (left) along with the curves
resulting from Eq. 3, where m is set to the nominal t̃1 mass value. The small cloud of tracks
in the lower left corner of the figure is due to mismatched reconstructed tracks produced by
non-HSCP particles. Figure 5 (right) shows the resulting mass spectra, normalized to the num-
ber of events expected for the integrated luminosity used in this analysis. The degraded mass
resolution and the bias in the mass peak position are not relevant for the analysis presented in
this document, which is based on a counting experiment, as described in the next section.
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12 hits in the silicon strip detector and good primary vertex compatibility from a data sample
collected with a minimum bias trigger. Right: reconstructed mass spectrum in data and MC for
all tracks used for the figure on the left, but with Ih > 5 MeV/cm and p < 2.0 GeV/c. Deuteron
production is not simulated in PYTHIA [9].
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cantly mainly because of the deterioration of the resolution on the p measurement. Another
instrumental effect affecting both the mass scale and the mass resolution is the silicon strip
tracker ADC cut-off, which becomes increasingly important as the HSCP β spectrum becomes
softer. Indeed, the lower the HSCP β, the higher its dE/dx and, therefore, the higher the chance
of having some of its charge measurements truncated. For 300 µm of silicon, truncation starts
at β values as low as 0.55. This β threshold grows with the square root of the path length and
reaches 1 (MIPs) for path lengths as long as 900 µm. As a consequence, the measured HSCP Ih
value will be underestimated and the resulting point in the 2-dimensional p-Ih plane will de-
part from the corresponding constant-mass curve and populate regions at lower mass values.
These effects are visible in Fig. 5, which has been obtained on the MC t̃1 signal samples. The
distribution of Ih and p for all reconstructed tracks passing the pre-selection and matched in
direction to the simulated HSCPs in the event are shown in Fig. 5 (left) along with the curves
resulting from Eq. 3, where m is set to the nominal t̃1 mass value. The small cloud of tracks
in the lower left corner of the figure is due to mismatched reconstructed tracks produced by
non-HSCP particles. Figure 5 (right) shows the resulting mass spectra, normalized to the num-
ber of events expected for the integrated luminosity used in this analysis. The degraded mass
resolution and the bias in the mass peak position are not relevant for the analysis presented in
this document, which is based on a counting experiment, as described in the next section.

Mass spectrum Ih>5 MeV/cm, p<2.0 MeV/c
(No deuterons in PYTHIA)

Search for heavy Stable Charged Particles (HSCP) in pp collisions at 7 TeV.
pt>7.5GeV/c;
3 hits is Silicon Tracker for dE/dx measurement;
Clean separation:
selection of tracks with high pt and dE/dx.
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Results on the cross section

14 9 Systematic Uncertainties
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Figure 10: Observed 95% C.L. upper limits on the cross section for production of the different
models considered and predicted theoretical cross sections. Upper: analysis of the muon iden-
tification plus tracker candidates; Lower: analysis of the tracker-only candidates. The bands
represents the theoretical uncertainty on the cross section values.

Observed 95% upper limits on the cross section for production of  the different models considered and 
predicted theoretical cross section.

Tracker candidates only

mgluino< 284 GeV/c2, 95% C.L. , tracer only
mgluino< 271 GeV/c2, 95% C.L., tracker+muon

14 9 Systematic Uncertainties
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represents the theoretical uncertainty on the cross section values.
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Summary

3. Several b-tagging algorithms are developed for CMS with the first collisions data at 7 TeV. 
   Good agreement between data and MC.

  4.  The ratio of b-jet to inclusive jet production is measured.
   Reasonable agreement between PYTHIA , MC@NLO calculation and measured overall b-jet fraction

5.Preliminary result for the total inclusive b-quark production cross-section 

8 7 Conclusions

function and the parameter εb defines the hardness of the fragmentation. The uncertainty of
the fragmentation is studied by varying the parameter εb between 0.003 and 0.010 and results
in a systematic error of 1–4 % on the reconstruction efficiency.

A sample generated with EvtGen is used to investigate the uncertainty in modeling the b-
hadron decay properties. A systematic error of 3 % is found. Varying the fraction of prompt
b → µ decays with respect to b → c → µ decays within its uncertainty [32] changes the
measured cross section by 1 %.

Neither the muon trigger efficiency nor the track jet finding is affected significantly by the
variation of the fragmentation and decay parameters.

The signal template is validated in data through a control sample enriched in b decays. Muons
with a large impact parameter significance (calculated with respect to the jet axis) of d0/σd0 >
20 result in an event sample with a b fraction of about 90 %. The shape of the prel

⊥ template in
these events agrees well with the MC expectation. However, the limited statistics of the data
control sample do not allow its use in the fit.

The number of simulated events induces an uncertainty of 1–4 %.

The systematic error due to the modeling of the underlying event was studied by using MC
simulated event samples generated with different MC tunes. They were fit with the standard
templates and the observed variation was negligible. The selection efficiency changes are of
the order 10 %.

At the present early stage of the CMS experiment, the integrated luminosity recorded is known
to about 11 % [33].

7 Conclusions
A first measurement of the inclusive b-quark production cross section at a center-of-mass en-
ergy of

√
s = 7 TeV has been made. The measurement is based on data corresponding to an

integrated luminosity of L = 8.1 nb−1. The data was recorded by the CMS experiment during
the first months of data taking in spring 2010.

The preliminary result for the total inclusive b-quark production cross section in the visible
kinematic range is

σ(pp → b + X → µ + X′, pµ
⊥ > 6 GeV, |ηµ| < 2.1) = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

Furthermore, a measurement of the differential b-quark production cross section as a function
of muon transverse momentum and pseudorapidity was made. The result was compared to
MC predictions. The data tends to be higher than the MC@NLO prediction. Furthermore, the
shape of the pseudorapidity distribution is not well described by MC@NLO.
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4 2 Suppressing QCD contributions to MET
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Figure 1: Plots of the αT distribution in di-jet events (left) and multijet events (right). The rows
correspond to 80 < HT < 120 GeV and HT > 120 GeV, and they demonstrate the reduction of
the αT tail as HT increases. Data/MC ratio plots are included in each case. These distributions
were made with calorimeter-based jets. Distributions for the Jet-plus-tracks and Particle-flow
algorithms are appended in Figs. 19 and 20.

2.2 Study of αT in 7 TeV Data; dependence on HT

In this section, we report results on the shape of the αT distribution in QCD samples and the
dependence of this shape on the HT of the event. We are particularly interested in the steepness
in the falloff of the αT distribution above αT = 0.5, and we measure the dependence of the
rejection power of the requirement αT > 0.55 as a function of the HT of the event.

We use a 12 nb−1 sample collected with a trigger requiring at least one jet with (uncorrected)
pT > 15 GeV and a 57 nb−1 sample with a trigger requiring a photon of pT > 15 GeV.

Figure 1 shows the shape of the αT distribution in the jet-triggered sample. Jets are selected

1. First measurement of the J/Ψ production in two rapidity ranges: 1.4<|y|<2.4 
and |y|<1.4. 

5.2 Inclusive J/ψ cross section results 9

Table 2: Relative uncertainties (in percent) on the corrected yield, in each pT bin: statistical , final
state radiation (FSR), pT calibration, B-fraction, Non-prompt polarization, muon efficiency, ρ-factor, Fit
functions

pJ/ψ
T Statistics FSR pT B-frac. non-prompt Muon ρ Fit

( GeV/c) calibration polar. effic. function
|y| < 1.4

4− 6 7.2 2.0 3.1 0.1 0.0 11.1 4.6 6.1
6− 8 5.2 2.0 2.4 0.2 0.1 7.0 7.0 0.2
8− 10 5.3 1.6 1.4 0.3 0.1 9.9 7.1 0.6

10− 30 4.7 0.9 0.7 0.4 0.2 10.8 1.2 1.0
1.4 < |y| < 2.4

0− 1 6.4 0.8 0.3 0.1 0.0 10.5 12.6 6.5
1− 1.5 9.5 0.7 0.3 0.0 0.0 11.4 28.2 8.3
1.5− 2 6.1 0.4 0.5 0.0 0.0 11.2 22.7 6.1
2− 3 4.3 0.2 0.9 0.0 0.0 10.0 5.6 2.4
3− 4 3.9 0.6 0.7 0.1 0.0 9.7 5.9 6.8
4− 6 5.6 0.8 0.5 0.1 0.0 10.6 9.3 5.7
6− 8 4.3 0.6 0.4 0.1 0.0 9.4 6.8 8.3

8− 10 5.8 0.5 0.2 0.2 0.1 13.1 4.2 1.0
10− 30 7.8 0.2 0.2 0.2 0.1 11.8 0.6 2.1

5.2 Inclusive J/ψ cross section results

Table 3 reports the values of the J/ψ differential cross section with systematic and statistical
uncertainties, for different polarization scenarios. The relative error on the luminosity determi-
nation is 11%, and is common for all bins.

Figure 3 gives the inclusive cross section BR(J/ψ → µ+µ−) · dσ
dpT

in the two rapidity ranges,
including statistical and systematic uncertainties, added in quadrature. It should be noticed
that the first bin in the forward rapidity region extends down to pJ/ψ

T = 0 GeV/c.

The total error is dominated by the statistical uncertainty on the determination of the efficien-
cies from data.

The total cross section for J/ψ production, obtained by integrating over pT between between 4
and 30 GeV/c and over rapidity between −2.4 and 2.4, gives

BR(J/ψ → µ+µ−) · σ(pp → J/ψ + X) = (289.1 ± 16.7(stat) ± 60.1(syst)) nb (6)

6 Fraction of J/ψ from B-hadron decay
The measurement of the fraction of J/ψ coming from the decays of the B-hadrons relies on the
discrimination of the J/ψ produced away from the pp collision vertex (contrary to the promptly
produced ones), determined by the distance between the dimuon vertex and the primary vertex
in the plane orthogonal to the beam line. Given the small size of the beam spot (about 40 µm)
and its careful determination even within a run, that is taken as the location of the pp collision
vertex.

6.1 Separating prompt and non-prompt J/ψ’s.

As a rough estimate of the B-hadron decay length, for each J/ψ candidate, the quantity !J/ψ =
Lxy · mJ/ψ/pT is computed, where mJ/ψ is the J/ψ mass and Lxy is the most probable transverse

2. Good agreement between measurement and MC  for the D0 mass reconstruction. Peak:   
   1.867±0.002GeV, width: 0.016±0.002 GeV.

 6. Results on hadronic event shapes. Good agreement between data and MC.

Prediction lepton background in SUSY searches.

 9. mgluino< 284 GeV/c2, 95% C.L. , (tracker only), mgluino< 271 GeV/c2, 95% C.L., (tracker+muon)

8.  Studies of the QCD background supression with     .          

7.   W and Z cross sections were measured . No disagreements with SM  observed.
      

€ 

σW→lν = (9.22 ± 0.24 stat ± 0.47syst ±1.01lumi)nb

€ 

σ
Z /γ *→ll

= (0.88 ± 0.08stat ± 0.04 syst ± 0.10lumi)nb
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Estimation of the b-tagging efficiency (I)

fbtag, fbuntag-fractions of b jets in the data,
Ndata

tag    ,   Ndata
untag - total yields of tagged and untagged jets.

Event Selection:

 Muon Selection:
pt> 20 GeV

Global muon: combined fit of silicon and muon-chamber hits, belonging to the 
independent tracker and muon system.

pt>5 GeV and | η |<2.4

€ 

χ 2 <10 for the global track

“high purity” track category

€ 

≥ 2 pixel hits and

€ 

≥12 total hits

expected tracker outer hits < 3

Relative momentum of muon wrt. the jet (ptrel) is sensitive to B decays because of high B mass.

Use ptrel shape to fit fractions (fb) of b and light+c jets in tagged and anti-tagged jets.

Efficiency calculation:

5.2 Tagging Efficiency Extraction 13

jets in these samples, and the efficiency εdata
b for tagging b jets in the data:

εdata
b =

f tag
b · Ntag

data

f tag
b · Ntag

data + f untag
b · Nuntag

data

(1)

A similar calculation is done for the efficiency for tagging b jets in the simulated samples,
using MC truth level information on the b-matched jets in the simulated sample, and finally
we express the efficiency results in terms of a ratio (scale factor, SFb) of efficiency in data to
that in MC. The dependence of SFb on the jet kinematic variables will be evaluated with future
larger data samples. The present study yields one value for each tagger, given in Table 1.

Tagger+Operating Point εdata
b εMC

b SFb
SSVHPT 0.203 ± 0.015 0.207± 0.002 0.98± 0.08± 0.18
SSVHEM 0.405 ± 0.016 0.417± 0.003 0.97± 0.04± 0.19
SSVHET 0.127 ± 0.017 0.131± 0.002 0.97± 0.13± 0.21
TCHPL 0.404 ± 0.018 0.444± 0.003 0.91± 0.04± 0.19
TCHPM 0.303 ± 0.015 0.331± 0.003 0.92± 0.05± 0.19
TCHPT 0.233 ± 0.014 0.244± 0.002 0.95± 0.06± 0.19
TCHEL 0.562 ± 0.020 0.636± 0.003 0.88± 0.03± 0.19
TCHEM 0.455 ± 0.016 0.494± 0.003 0.92± 0.03± 0.20
TCHET 0.151 ± 0.015 0.150± 0.002 1.01± 0.10± 0.19

Table 1: Tagging efficiency for b jets with |η| < 2 in data, in simulation, and their ratio SFb, for jets from
semimuonic b decays. The average pT of jets in this study is 31 GeV/c. The quoted uncertainties on
the efficiencies are statistical only; for SFb the second error is our preliminary estimate of the systematic
uncertainty.

We have considered the impact of several sources of systematic uncertainty in these measure-
ments of SFb. The impact of mismodeling in the simulated samples of the muon jet pT and η
distributions is investigated by reweighting the inclusive muon jet spectra independently in
these two quantities to match that of data. The per-jet weights are then translated to the prel

T
calculation and the new templates are used to fit the muon jet data; this exercise indicates a
relative 4–8% effect on SFb for the various tagger operating points. Additionally, our choice
of muon selection criteria could influence the found SFb values; by making small but sensible
adjustments to these criteria, creating new prel

T shapes for data and simulation under these con-
ditions and re-fitting, one can get a measure of how sensitive the results are to these choices.
The impact of muon minimum pT choice has a 1–8% relative effect on SFb values. Similarly the
choices of minimum number of hits in the tracker for the muon candidate and the choice of ∆R
threshold for muon-to-jet matching together manifest themselves in a relative 2% effect on the
SFb values. Imprecision in jet flavor assignment in the simulated samples (up to 2% relative
effect) and the effect of additional pp interactions (up to 3% relative effect) were also studied.
Finally, the effect of mismodeling in the LF prel

T template from simulation was probed by exam-
ining one constructed from inclusive tracks in jets extracted from the data (Fig. 15); although
not 100% pure in LF, this sample is dominated by LF jets and offers a glimpse of such jets in the
data. This alternative LF prel

T shape manifests itself as a relative 3-5% effect on the SFb values.

The relative systematic error that we deduce from data in our analysis, averaged over the var-
ious taggers, is about 12%, but we prefer to quote the numbers given in Table 1 (averaging to
about 19%) to cover effects not yet studied at this early stage. These effects include a deeper
understanding of the impact of uncertainty in the prel

T shape for b and non-b jets, which can
only be revealed with pure calibration samples for each species that require significantly more
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b-Fraction Fit:  two examples
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Commissioning of b-jet Identification at 7TeV. CMS PAS BTV-10-001

Event Selection:
jet pt > 30 GeV;

|  |<2.4;

1. The “track counting”  (TC) approach. Jet is a b-jet if it contains at least N tracks with significance of     
impact parameter (IP) exceeding S.  N=2- TC High Efficiency  E;  N=3-TC High Purity.

Discriminator: Value S for the Nth track.

2. SSV- based on the reconstruction of at least 1 SV.  Ntrk>=2-”high efficiency” SSVHE, Ntrk >=3-”high 
purity” SSVHP.

Discriminator: A monotonic function of the three dimensional flight distance.

3. The jet probability algorithms. Each track is assigned a probability (Ptr) to originate at the PV.
Discriminator: built from the set of Ptr in the jet

4. Lepton-based tagging algorithms identify b hadrons via their semileptonic decay.
Discriminator: achieved on pt of the lepton, the IP of the lepton or both.

Charged Particle Track quality requirements:

3

b Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

  
  
 L

ig
h
t 
F

la
v
o
u
r 

E
ff
ic

ie
n
c
y

-510

-410

-310

-210

-110

1

b Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

  
  
 L

ig
h
t 
F

la
v
o
u
r 

E
ff
ic

ie
n
c
y

-510

-410

-310

-210

-110

1

SSVHE
SSVHP
TCHE
TCHP
JP
JBP

CMS Preliminary 2010

b Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

  
  
 L

ig
h
t 
F

la
v
o
u
r 

E
ff
ic

ie
n
c
y

-510

-410

-310

-210

-110

1

b Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

  
  
 L

ig
h
t 
F

la
v
o
u
r 

E
ff
ic

ie
n
c
y

-510

-410

-310

-210

-110

1

SSVHE
SSVHP
TCHE
TCHP
JP
JBP

CMS Preliminary 2010

Figure 1: Efficiency for obtaining a b tag of a non-b vs true b jet for each of the tagging algo-
rithms. The methods of [1] have been extended to the very low jet pT bins (left) 10 < pt < 30
and (right) 30 < pt < 50.

to TCHEM, for the track-counting algorithm, with the “high-efficiency” requirement that two
of the tracks have IP significance greater than that value that yields 1% contamination of light
partons. This notation appears in discussions below of efficiency and mistag rate for the tag-
gers.

4 Validation of reconstruction of b-tagging observables
The observables exploited to discriminate between b and LF jets are discussed in the follow-
ing. We compare the distributions of these quantities observed in the collision data with the
simulations on which our earlier studies of tagger performance [1] are based.

4.1 Charged-particle tracks

To minimize fake and badly reconstructed tracks, we impose basic track quality requirements:

• number of pixel hits ≥ 2
• total number of silicon (pixel + strip) hits ≥ 8
• χ2/ndo f of the track fit < 5.0
• transverse momentum pT > 1.0 GeV/c
• unsigned transverse impact parameter dxy < 0.2 cm
• unsigned longitudinal impact parameter dz < 17 cm
• distance of closest approach to the jet axis < 0.07 cm;
• decay length < 5 cm.

These selection criteria have been established in studies performed with simulated data. Dis-
tributions of the data in these variables are given in the plots of Fig. 2, along with those of the
simulation that show the breakdown by parton flavor. Here and throughout this document
overlay plots of data with simulation are normalized to common area. Where appropriate,
under- and overflow populations are displayed in the edge bins of the histograms. In general
we find good agreement between data and the simulation in the shapes of these distributions.

operating points:

Algorithms for the b-jet identification:

“loose” (L)    contamination of light partons: 10%
“medium” (M)  contamination of light partons: 1%
“tight” (T)     contamination of light partons: 0.1%

η



Distribution of track selection variables

4 4 Validation of reconstruction of b-tagging observables

We attribute the difference in the pT spectrum (Fig. 2, middle row left) to the extrapolation
to these energies of the model used in PYTHIA for the simulation. Because the tracking per-
formance is correlated with pT, the simulation slightly underestimates the inefficiencies (fewer
hits on the tracks in data) and resolution tails (larger high-χ2 tails).
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Figure 2: Track-selection variables. Top row: (left) number of hits in the pixel detector, (mid-
dle) total number of hits in the tracker (right) normalized track χ2; middle row: (left) transverse
track momentum, (middle) transverse track impact parameter, (right) longitudinal impact pa-
rameter; bottom row: (left) track distance of closest approach to the jet axis, (right) decay length.
All selection cuts have been applied except for the one on the displayed quantity.

The last two selection variables in the list above, applied for the IP-based algorithms, pertain
to the association of the track with the nearest jet. The decay length is defined as the distance
from the primary vertex to the point of closest approach of the track to the jet axis. In the
distributions (Fig. 2, bottom row), we see the somewhat faster fall-off of the tails for b jets
compared with LF jets.

4 4 Validation of reconstruction of b-tagging observables

We attribute the difference in the pT spectrum (Fig. 2, middle row left) to the extrapolation
to these energies of the model used in PYTHIA for the simulation. Because the tracking per-
formance is correlated with pT, the simulation slightly underestimates the inefficiencies (fewer
hits on the tracks in data) and resolution tails (larger high-χ2 tails).
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Figure 2: Track-selection variables. Top row: (left) number of hits in the pixel detector, (mid-
dle) total number of hits in the tracker (right) normalized track χ2; middle row: (left) transverse
track momentum, (middle) transverse track impact parameter, (right) longitudinal impact pa-
rameter; bottom row: (left) track distance of closest approach to the jet axis, (right) decay length.
All selection cuts have been applied except for the one on the displayed quantity.

The last two selection variables in the list above, applied for the IP-based algorithms, pertain
to the association of the track with the nearest jet. The decay length is defined as the distance
from the primary vertex to the point of closest approach of the track to the jet axis. In the
distributions (Fig. 2, bottom row), we see the somewhat faster fall-off of the tails for b jets
compared with LF jets.

4 4 Validation of reconstruction of b-tagging observables

We attribute the difference in the pT spectrum (Fig. 2, middle row left) to the extrapolation
to these energies of the model used in PYTHIA for the simulation. Because the tracking per-
formance is correlated with pT, the simulation slightly underestimates the inefficiencies (fewer
hits on the tracks in data) and resolution tails (larger high-χ2 tails).
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Figure 2: Track-selection variables. Top row: (left) number of hits in the pixel detector, (mid-
dle) total number of hits in the tracker (right) normalized track χ2; middle row: (left) transverse
track momentum, (middle) transverse track impact parameter, (right) longitudinal impact pa-
rameter; bottom row: (left) track distance of closest approach to the jet axis, (right) decay length.
All selection cuts have been applied except for the one on the displayed quantity.

The last two selection variables in the list above, applied for the IP-based algorithms, pertain
to the association of the track with the nearest jet. The decay length is defined as the distance
from the primary vertex to the point of closest approach of the track to the jet axis. In the
distributions (Fig. 2, bottom row), we see the somewhat faster fall-off of the tails for b jets
compared with LF jets.

4 4 Validation of reconstruction of b-tagging observables

We attribute the difference in the pT spectrum (Fig. 2, middle row left) to the extrapolation
to these energies of the model used in PYTHIA for the simulation. Because the tracking per-
formance is correlated with pT, the simulation slightly underestimates the inefficiencies (fewer
hits on the tracks in data) and resolution tails (larger high-χ2 tails).
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Figure 2: Track-selection variables. Top row: (left) number of hits in the pixel detector, (mid-
dle) total number of hits in the tracker (right) normalized track χ2; middle row: (left) transverse
track momentum, (middle) transverse track impact parameter, (right) longitudinal impact pa-
rameter; bottom row: (left) track distance of closest approach to the jet axis, (right) decay length.
All selection cuts have been applied except for the one on the displayed quantity.

The last two selection variables in the list above, applied for the IP-based algorithms, pertain
to the association of the track with the nearest jet. The decay length is defined as the distance
from the primary vertex to the point of closest approach of the track to the jet axis. In the
distributions (Fig. 2, bottom row), we see the somewhat faster fall-off of the tails for b jets
compared with LF jets.
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Figure 7: Secondary vertex properties: (left) number of tracks; (middle) average number of
tracks vs pT; (right) flight distance significance.
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Figure 8: For the secondary vertices: (left) angular separation ∆R between the jet axis and the
flight direction (direction of separation between the primary and secondary vertex); (middle)
ratio of the summed energy of tracks attached to the secondary vertex to that of all selected
tracks in the jet; (right) impact parameter significance of the first track above the charm thresh-
old.

]2Vertex mass [GeV/c
0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

500

1000

1500

2000

2500

3000 Data

Sim.(light)

Sim.(charm)

Sim.(bottom)

   -1 = 7 TeV,  L = 15 nbsCMS Preliminary 2010,     

]2Vertex mass [GeV/c
0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

500

1000

1500

2000

2500

3000

]2Vertex mass [GeV/c
0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

500

1000

1500

2000

2500

3000

]2Vertex mass [GeV/c

0 1 2 3 4 5 6 7 8

D
a

ta
/S

im

0.5

1

1.5
]2Three track vertex mass [GeV/c

0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

200

400

600

800

1000

1200
Data

Sim.(light)

Sim.(charm)

Sim.(bottom)

   -1 = 7 TeV,  L = 15 nbsCMS Preliminary 2010,     

]2Three track vertex mass [GeV/c
0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

200

400

600

800

1000

1200

]2Three track vertex mass [GeV/c
0 1 2 3 4 5 6 7 8

2
E

n
tr

ie
s
/0

.1
6
 G

e
V

/c

0

200

400

600

800

1000

1200

]2Three track vertex mass [GeV/c

0 1 2 3 4 5 6 7 8

D
a

ta
/S

im

0.5

1

1.5

Figure 9: Vertex mass for vertices with (left) two or more reconstructed tracks; (right) three or
more tracks.
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Figure 7: Secondary vertex properties: (left) number of tracks; (middle) average number of
tracks vs pT; (right) flight distance significance.
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Figure 8: For the secondary vertices: (left) angular separation ∆R between the jet axis and the
flight direction (direction of separation between the primary and secondary vertex); (middle)
ratio of the summed energy of tracks attached to the secondary vertex to that of all selected
tracks in the jet; (right) impact parameter significance of the first track above the charm thresh-
old.
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Figure 9: Vertex mass for vertices with (left) two or more reconstructed tracks; (right) three or
more tracks.
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Figure 7: Secondary vertex properties: (left) number of tracks; (middle) average number of
tracks vs pT; (right) flight distance significance.
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Figure 8: For the secondary vertices: (left) angular separation ∆R between the jet axis and the
flight direction (direction of separation between the primary and secondary vertex); (middle)
ratio of the summed energy of tracks attached to the secondary vertex to that of all selected
tracks in the jet; (right) impact parameter significance of the first track above the charm thresh-
old.
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Figure 9: Vertex mass for vertices with (left) two or more reconstructed tracks; (right) three or
more tracks. Two or more 

reconstructed tracks
Three or more 

reconstructed tracks
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Figure 18: Mistag rate and data/MC scale factor, as a function of the jet pT (upper plots) and |η|
(lower plots). for the TCHEL b tagger. In the upper plots, the last pT bin includes all jets with
pT > 100 GeV/c. The solid curve is the result of a polynomial fit to the data points. The dashed
curves represent the overall statistical and systematic uncertainties on the measurements.
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integrated luminosity to accumulate. Also, here we have not yet assessed the impact of un-
certainty in the fragmentation on the prel

T shape, although studies using previous simulated
samples indicate this effect could be relatively small. In addition, we will study the effect of
trigger selections and jet energy scale corrections on the efficiency estimation.

6 Estimation of the mistag rate
The mistag rate is evaluated from tracks with negative impact parameters or from secondary
vertices with negative decay lengths [12]. For the TC algorithms, the negative discriminator
is simply obtained by inverting the ordering of the tracks to be from most negative IP signifi-
cance upwards. (It should be noted that the tracks selected by this ordering are for negative IP
values very different from those selected for the IP distributions of Figs. 5 and 6 in Sect. 4.2.)
For the SSV algorithms, the discriminator is given a negative sign if the secondary vertex is
reconstructed upstream with respect to the primary interaction vertex. When applied to jets of
any flavour but using only negative discriminator values, the corresponding tagging efficiency
is denoted negative tag rate.

The negative and positive b-tag discriminants in data are compared with the MC simulation in
Fig. 17, showing rather good agreement. An increased b-jet purity is observed from TCHE to
TCHP, SSVHE and SSVHP taggers. For this figure, and the following mistag study, the amount
of reconstructed K0

S and Λ in the MC is reweighted, as explained below.

6.1 Mistag estimate with negative tags

The mistag rate is evaluated as:
ε

mistag
data = ε−data · Rlight, (2)

where

• ε−data is the negative tag rate in jet data. As for the tagging efficiency, it is the number
of negative tagged jets divided by the number of jets;

• Rlight = ε
mistag
MC /ε−MC is the ratio between the mistag rate of LF jets and the negative

tag rate of all (LF+c+b) jets in the simulation.

The evaluation of the mistag rate is sensitive to the fractions of c and b quarks in the negative tag
jets (which tend to decrease Rlight), and to the fractions of tracks from other displaced processes
such as K0

S and Λ decays, interactions in the detector material and mismeasured tracks (which
tend to increase Rlight). Residual differences between uds quark and gluon jets also affect the
Rlight ratio. Finally, according to the definition of the negative discriminators, the number of
jets with a negative tag is sensitive to the angular resolutions of both the jet axis and the 3D
impact parameter or decay length. A difference between data and simulation on the occurence
of sign flips may affect the ratio of the negative tag rates used in Eq. 2. The value of Rlight is
about 1.3 (1.5-3, 2-8) for the loose (medium, tight) operating points, respectively.

To exhibit the measured mistag rate in relation to the one predicted by the simulation, we also
define the scale factor SF:

SFlight = ε
mistag
data / ε

mistag
MC (3)

6.2 Systematic uncertainties

We consider the following systematic uncertainties on the mistag rate based on negative tags:
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Figure 19: Mistag rate and data/MC scale factor, as a function of the jet pT (upper plots) and |η|
(lower plots). for the SSVHEM b tagger. In the upper plots, the last pT bin includes all jets with
pT > 100 GeV/c. The solid curve is the result of a polynomial fit to the data points. The dashed
curves represent the overall statistical and systematic uncertainties on the measurements.
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The investigation of the kinematics of leptons near jets as candidates for daughters of b-hadron decay.

8 4 Validation of reconstruction of b-tagging observables

4.4 Lepton-related observables

Pertinent to the soft-lepton tagging algorithm [1] and to the efficiency and mistag studies dis-
cussed in following sections, we have investigated with data the kinematics of leptons near jets
as candidates for daughters of b-hadron decay. In Figure 10 we show the pT relative to the jet
direction and the significance of the impact parameter for electrons and muons. Reasonable
agreement with the predictions of the simulation is observed.
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Figure 10: Lepton-jet variables: (left) pT relative to the jet axis and (right) IP significance for
selected leptons associated with jets, for (above) electrons and (below) muons.

4.5 Tagging discriminators

We show in Fig. 11 the distributions of the discriminators, comparing data with the simulation,
for the two variants of three of the tagging algorithms introduced in Sect. 3. (The TCHP dis-
criminator shown in the upper-right plot is actually the same as the third-track IP significance
plotted in Fig. 6, right.) We observe rather good agreement in each case.

In conclusion, we find that the detector simulation reproduces the inclusive track and vertex
properties within 5-10%. Slightly larger discrepancies (up to ∼ 50%) are seen in observables
that are highly dependent on track multiplicity, track momentum spectrum and jet momentum
spectrum, features sensitive to the generator phase of the MC simulation. We have made some
tests with different MC generators, e.g. PYTHIA8 [13], some of which give better agreement in
some variables. It should be noted that the disagreement is typically in the regions that are not
relevant for b tagging, such as the negative part of the fixed-rank track impact parameter. This
is also demonstrated by the comparison of the final discriminators between the data and the
simulation (Fig. 11), where differences are typically less than 10%.
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Figure 17: Negative and positive b tag discriminators in data (dots) and MC for LF jets with
K0

S and Λ reweighting (blue area), c jets (green area) and b jets (red area). The simulated distri-
butions for negative and positive taggers are indicated by light and dark shading, respectively.
Overflows are displayed in the upper bin.

Negative and Positive b-tag discriminators
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Table 2: Mistag rate in data and data/MC scale factor for different b-taggers and operating
points for jets with pT > 30 GeV/c (average jet pT = 45 GeV/c). The total statistical plus
systematic uncertainties are quoted.

b tagger mistag rate (data) scale factor (data/MC)
TCHEL 0.062± 0.002 0.91± 0.03
TCHEM 0.0074± 0.0009 1.0± 0.1
TCHPM 0.0041± 0.0004 0.9± 0.1
SSVHEM 0.0084± 0.0006 0.87± 0.08
TCHPT 0.0005± 0.0003 1.4± 1.0
SSVHET 0.0012± 0.0003 1.0± 0.4
SSVHPT 0.0004± 0.0002 0.8± 0.4

7 Conclusions
We have evaluated several of the b-tagging algorithms developed for CMS, and their input
observables, with the first collision data at 7 TeV. We have made preliminary measurements
of the efficiency and mistag rates. The agreement of these data with expectations from studies
based on simulations is generally quite close, indicating that we understand reasonably well
the ingredients to b jet identification and the algorithms used to select b jets.



b-tagging uncertainties estimates

7

The reconstructed MC has been processed through the same analysis chain as the data, and the
results have been compared to the MC truth results. This closure test found overall agreement
to better than 1% (10%) at pT > 30 GeV (pT > 15 GeV) and |y| < 2.0. The worse closure test
at low pT can be explained by the large size (more than a factor of ten at pT < 20 GeV) of the
b-tagging correction at low pT, combined with relatively poor MC statistics (10% uncertainty
at 10 GeV).
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Figure 6: Leading sources of systematics uncertainty for the b-jet cross section measurement at
|y| < 0.5 (top left) and at 1.5 ≤ |y| < 2.0 (top right), and for the ratio of b-jet and inclusive jet
cross section measurements at |y| < 0.5 (bottom left), and 1.5 ≤ |y| < 2.0 (bottom right). The
11% luminosity uncertainty is not shown.

4 Measurement
The measured b-jet cross section is shown as a stand-alone measurement in Fig. 7 and as a ratio
to the inclusive jet pT spectrum in Fig. 8. The inclusive jet NLO theory prediction is calculated
with NLOJet++ [24] using CTEQ6.6M PDF sets [25] and fastNLO [26] implementation. The

Leading sources of systematic uncertainties for b-jet cross section measurement.
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Table 2: Differential b-quark cross section dσ/dηµ for pµ
⊥ > 6 GeV in bins of muon pseudora-

pidity. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online and
offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

ηµ Nb ε dσ/dη [nb] stat sys lumi
(-2.1,-1.5) 773± 68 0.62± 0.02 256 9% 16% 11%
(-1.5,-0.9) 895± 71 0.63± 0.02 293 8% 15% 11%
(-0.9,-0.3) 1322± 84 0.64± 0.02 424 6% 15% 11%
(-0.3,0.3) 1240± 82 0.59± 0.02 434 7% 14% 11%
(0.3,0.9) 1333± 84 0.64± 0.02 426 6% 14% 11%
(0.9,1.5) 1119± 75 0.61± 0.02 375 7% 14% 11%
(1.5,2.1) 802± 66 0.63± 0.02 262 8% 14% 11%

Table 3: Summary of systematic uncertainties. The systematic errors can vary depending on
the muon transverse momentum and pseudorapidity as indicated by the range.

source uncertainty
Trigger 3–5 %
Muon reconstruction 3 %
Tracking efficiency 2 %
Background template shape uncertainty 1–10 %
Background composition 3–6 %
Production mechanism 2–5 %
Fragmentation 1–4 %
Decay 3 %
MC statistics 1–4 %
Underlying Event 10 %
Luminosity 11 %
total 16–20 %

The background template consists of contributions from cc events and from light quark/gluons
events, where a hadron is misidentified as a muon. The fit does not separately determine the
c- and udsg-content of the sample. Two effects can introduce a systematic error. (i) The udsg
template determined from data could be biased. Using the PYTHIA-derived udsg template
introduces a difference to the nominal fit of 1–10 %, depending on the muon transverse mo-
mentum and pseudorapidity bin. (ii) If the c-fraction of the non-b background in the data were
different from the value used in composing the templates, the fitted b-fraction would change
somewhat. The MC simulation predicts a c-fraction of 50–70 % in the non-b background de-
pending on the muon transverse momentum. This fraction depends on the modeling of charm
semileptonic decays and on the muon fake probability. Varying the c vs. udsg fraction by±20%
leads to a systematic error of 3–6 %.

In PYTHIA, the production of a bb pair can be split into flavor creation (19 % of the selected
events), flavor excitation (56 %), and gluon splitting (25%). The event selection efficiencies
are 61 %, 62 %, and 65 %, respectively. Reweighing the events from the different production
processes to reflect the difference between PYTHIA and HERWIG leads to a systematic error of
2–5 %, depending on the muon transverse momentum.

The b-quark fragmentation in the PYTHIA sample is modeled by the Peterson fragmentation
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Figure 8: Templates from data describing MET from jet resolution and mismeasurement effects.
The data are shown by points with error bars and the Pythia6 QCD MC by the histograms.
Each template corresponds to a sample with a specific number of jets (rows) and a range in
HT (columns). The width of the HT bins in this figure is different from that used in the MET
prediction for presentation purposes.

yields are statistically consistent. For MHT, the tail of the distribution is significantly larger
than for MET, but the prediction and the measurement are in similar agreement.
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Figure 9: MET predictions, based on templates, compared to the observed MET in γ+ ≥ 3
jet events. The data are shown by points with error bars and the predictions are shown by
histograms. Particle-flow reconstruction is used.

1V. MET predictions, based on templates, compared to the observed MET in gamma+>=3 jet events.

V. Comparison of the di- photon MET distribution with the prediction from a sample with 2 non-
isolated photon candidate.

Dominant contribution to MET resolution in di-photon events comes from mis-measurement of the jets 
recoiling against the di-photon system.

12 3 Predicting QCD contributions to MET

3.2 Predicting MET distribution from jets faking di-photons

The background to searches for di-photon+MET signatures, motivated, for example, by Gauge-
Mediated SUSY breaking scenarios, has two main components. One component comes from
processes with real MET, such as W + γ → e + ν + γ, where the electron is misidentified as
a photon. This background can be estimated from data [10] using an electron+photon sample
with a well identified electron. The second main background is from QCD multi-jet and direct
photon events, in which some jets are misidentified as photons and the MET is mis-measured.
Since the dominant contribution to the MET resolution in di-photon events (signal sample)
comes from mis-measurement of the jets recoiling against the di-photon system, we measure
the MET distribution in a kinematically similar QCD control sample.

A “fake-fake” (ff) sample is selected, in which the photon candidates fail the isolation cuts. This
sample is dominated by QCD multi-jet events in which the non-isolated photon candidates
have similar energy resolution to regular photons, so that the MET is dominated by the recoil.
We weight these events so that the di-photon pT distribution in the ff sample after reweighting
matches the one in the signal sample. We then normalize the resulting MET distribution to the
observed number of events with MET < 10 GeV in the signal sample.

Figure 10 compares the MET distribution in the signal sample with the prediction from the ff
sample in a 52.1 nb−1 sample of 7 TeV data. Four candidates are observed with MET> 20 GeV,
which is consistent with the predicted background of 4.2± 1.5 events.
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Figure 3: Left: distributions in data of the Ias discriminator for tracks with different number of
dE/dx measurements. Right: distributions in data of the Ias discriminator for tracks with 15
dE/dx measurements and in different η regions. Upper figures are for the tracker plus muon
selection; lower figures are for the tracker only selection.

Data distributions of the Ias discriminator for tracks with 
1. different number of dE/dx measurements,

           2. 15 dE/dx measurements and different eta regions.



11. Extension to single electron+ jets using 

2 2 Suppressing QCD contributions to MET

tifying the QCD backgrounds in SUSY searches. In Sec. 2, we measure the performance of
several methods designed to suppress artificial MET contributions from QCD, including the
αT variable, ∆φ between MET and jets, and ∆φ between the missing momentum measured
with calorimeter energy clusters and that measured with track momenta. In Sec. 3, we test
data-driven methods for predicting the MET distribution by comparing their predictions to
measured distributions in control samples. In Sec. 4, we study several methods for predicting
the QCD backgrounds in signatures with leptons.

The methods under development must perform well in event environments and kinematic
regimes distinct from those relevant for electroweak measurements. For example, SUSY topolo-
gies often involve low pT leptons and large numbers of jets. We therefore consider the perfor-
mance of these methods as a function of such quantities. With the limited data sample cur-
rently available, we are not yet able to fully probe the kinematic phase space relevant for SUSY
searches. Nevertheless, we are able to perform meaningful first tests of these methods with
data.

Although we make several data-Monte Carlo comparisons, the purpose of developing data-
driven methods is that we will not depend on their precise agreement. Finally, we note that a
detailed discussion of MET reconstruction and performance is presented in Ref. [2].

2 Suppressing QCD contributions to MET
For the reasons discussed in the previous section, methods that strongly suppress QCD back-
ground will be of great importance in SUSY searches with early LHC data. In particular, QCD
events in which hadronic activity is mis-measured, producing artificial MET, constitute a key
background that must be carefully controlled. Such events may be suppressed using a variety
of kinematic variables or information from complementary detector systems. In the following
sections, we present examples of such variables and progress in characterizing their behavior.

2.1 Suppressing QCD background in SUSY searches with αT

The variable αT characterizes the overall transverse momentum balance of the event. In this
respect, it is similar to MET, but αT is dimensionless by virtue of using the ratios of magnitudes
of transverse momenta (as well as their relative angles) rather than a vector sum of the trans-
verse momenta of the reconstructed jets. CMS is developing analyses using both MET and αT
as complementary approaches.

Like MET, αT is a powerful discriminator against QCD background. In such events, the ob-
served MET is primarily due to jet resolution effects rather than to real missing momentum
carried by unobserved particles. While QCD background is not the only or even the dominant
background in the jets + MET search, it is perhaps the most challenging to control due to the
large but poorly known cross section, the lack of precise theoretical predictions for the event
properties (e.g., the number of jets and kinematic distributions), and the high degree of sen-
sitivity to detector performance. The αT variable is not intended as a tool for suppression of
tt̄, W+jets, and other backgrounds in which high-energy neutrinos from W decay produce real
MET. These backgrounds must be suppressed and determined with other methods.

CMS has previously described how hadronic SUSY searches can be performed using αT, both
in di-jet [3] and multi-jet channels [4]. These studies were motivated by the original paper
by Randall and Tucker [5], who developed a closely related quantity (α) for the di-jet + MET
signature. Here we provide a short discussion of αT; further information is contained in the
references.

Construction of two pseudo jets out on N-object system,
1 electron and N-1 jets and testing a method of predicting        distribution that uses 
events with “anti-selected” electrons to predict the background of selected electrons.     
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Figure 4: The αT distribution for events with selected (points with error bars) and anti-selected
electrons (histogram). Left: All events. Right: Events with MET< 20 GeV, which suppresses W
contamination.

This anti-selected control sample allows one to study and validate the expected behavior of αT
in a sample of mis-identified electrons, which are kinematically similar to the signal sample.

Figure 4 compares the shape of normalized αT distributions for the selected and anti-selected
electron samples. The left-hand plot shows all events, and there is a small excess. The right-
hand plot includes a MET < 20 GeV requirement to suppress W contamination; the control
sample provides a good description of the signal sample shape, within available statistics.

2.4 Suppressing QCD with ∆φ(jet, MET) cuts

Further rejection of events with fake MET from jet energy mis-measurements can be obtained
with the variable ∆φ∗, which is defined as the angle, minimized over all jets k, between jet k
and the MHT computed using the remaining jets:

∆φ∗ ≡ min
jets k

(
|∆φ(!pk,− ∑

jets i $=k
!pi)|

)
, (5)

where !pi is the momentum of the ith jet. This variable effectively tests whether there is at least
one jet which, if rescaled by a certain factor, would be able to balance the event.

Figure 5 shows the distribution of ∆φ∗ in data. It peaks at zero, as expected for QCD multi-jet
events, and becomes narrower with increasing HT. To study the behavior with true MET in the
available data, we artificially remove one jet in each event, which emulates signal-like events
or background with a lost jet. These events have large values of ∆φ∗. A cut of ∆φ∗ > 0.5 could
efficiently suppress most of the QCD background. We note that Fig. 3 provides a method for
measuring the residual QCD background event with lost jets.

2.5 Comparing tracking and calorimeter measures of MET

A useful variable for controlling fake missing energy in QCD backgrounds is the vectorial sum
of the momenta of the tracks in the event, MPT ≡ |− ∑i !pT(tracki)|. MPT is complementary
to MET, which uses the energy of calorimeter clusters, and MHT, which uses calorimetric jet
energies. While the magnitude of MPT need not correspond to the magnitude of the MET or
MHT, comparing their angles is useful. The angle ∆φ(MPT, MHT) between MPT and MHT
should have an approximately uniform distribution for QCD backgrounds without real MHT

MET<20 GeV to suppress 
W contaminations
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Figure 5: Distributions of ∆φ∗ for di-jet (left) and multi-jet samples (right) under various con-
ditions. In jet samples, the MHT generally coincides with one of the jets, which has been mis-
measured. The ∆φ∗ therefore peaks at zero and becomes narrower at higher HT. To emulate
the behavior in a SUSY sample, we randomly remove one of the jets. The resulting ∆φ∗ distri-
butions are more uniform.

but be peaked at zero for events with real MHT. As such, it provides both suppression of fake
missing energy backgrounds and a potential means to predict the residual background.

Figure 6 shows the ∆φ(MPT, MHT) distributions for data and Monte Carlo. This study used
a sample of events with two or more jets, cleaned from known noise sources [2], and with
MHT > 30 GeV. A modest enhancement at 0 and π, originating from the tendency of both the
MHT and MPT to align with the dominant di-jet axis, is expected and observed in both data and
simulation. To check the effect of cuts more similar to those used in a SUSY analysis, tests were
performed requiring MHT > 50 GeV, an extra jet, and angular separation ∆φ(MHT, jet1,2 >
0.5). In each of these tests, the distribution is either unchanged or further decorrelates the MPT
and MHT variables.

Multi-jet events can be used to study the behavior of events with genuine missing energy. The
MHT is emulated by removing the corrected momentum of one jet, and the MPT is calculated
ignoring tracks matching that jet. We can then verify that MPT and MHT align in the presence
of real missing energy. The angular resolution of ∆φ(MPT, MHT) improves with increasing
“emulated MHT”, as shown in Fig. 6 and as expected from simulation studies.

The ∆φ(MPT, MHT) distribution can also be used to control fake missing energy arising from
instrumental noise. Noise events were selected by inverting the cleanup cuts for certain types
of hadronic and electromagnetic calorimeter noise [2]. Even if the noise localizes the MHT in
a particular direction, the uncorrelated and random MPT direction is expected to give rise to a
uniform distribution of ∆φ(MPT, MHT). This behaviour is observed in the data, as shown in
Fig. 7. Since the MHT > 30 GeV requirement is relatively modest, fluctuations in the charged
fraction of the jets still affect the MPT direction, such that the previously observed enhance-
ments at 0 and π also show up in the noise data. To select events where the MHT direction is
dominated by the noise, a tighter cut of MHT > 70 GeV was applied. The resulting distribution
is roughly uniform as expected. This uncorrelated behaviour for high-MHT noise can be used
to control and reject multi-jet events with large noise that pass the analysis search cuts and
noise cleaning.

It is expected to become more narrow 
 with increase of Ht.
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one jet which, if rescaled by a certain factor, would be able to balance the event.

Figure 5 shows the distribution of ∆φ∗ in data. It peaks at zero, as expected for QCD multi-jet
events, and becomes narrower with increasing HT. To study the behavior with true MET in the
available data, we artificially remove one jet in each event, which emulates signal-like events
or background with a lost jet. These events have large values of ∆φ∗. A cut of ∆φ∗ > 0.5 could
efficiently suppress most of the QCD background. We note that Fig. 3 provides a method for
measuring the residual QCD background event with lost jets.

2.5 Comparing tracking and calorimeter measures of MET

A useful variable for controlling fake missing energy in QCD backgrounds is the vectorial sum
of the momenta of the tracks in the event, MPT ≡ |− ∑i !pT(tracki)|. MPT is complementary
to MET, which uses the energy of calorimeter clusters, and MHT, which uses calorimetric jet
energies. While the magnitude of MPT need not correspond to the magnitude of the MET or
MHT, comparing their angles is useful. The angle ∆φ(MPT, MHT) between MPT and MHT
should have an approximately uniform distribution for QCD backgrounds without real MHT

efficiently suppresses the QCD background
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16 4 Predicting QCD contributions to lepton samples

4.3 Measuring muon backgrounds with bb̄ events

An isolation-based method has been developed to predict the contribution of tt̄ background to
the same-sign SUSY search. The dominant background from tt̄ is expected to occur when one
muon is from a W decay, while the other muon comes from a b decay but passes the isolation
cut. To determine this background from data, we first measure the isolation efficiency of muons
from heavy-flavor decays in different kinematic regions. We then re-weight these distributions
according to the kinematics of tt̄ events.

The measurement is performed with a tag-and-probe method using bb̄ events. We select events
with a pT > 5 GeV muon trigger. We then require a b-tagged jet using the TrackCountingHigh-
Purity algorithm [12], which is applied to track jets [13] with ET > 10 GeV and |η| < 2.4, and
also require a global muon (pT > 5 GeV and |η| < 2.4) in the opposite hemisphere with respect
to the b-jet. The b-tag on one side of the event is used to tag the muon on the other side as being
from a heavy flavor decay. The isolation property of this probed muon is then studied.

To use the isolation distribution obtained in a bb̄ sample to make a tt̄ background prediction,
one must take into account the differences in the kinematics between the two samples. We ob-
serve that the muon isolation distribution is a strong function of the event kinematics (e.g., jet
multiplicity and muon pT), which are different in tt̄ and bb̄ events. Figure 14 compares the dis-
tributions of these kinematic quantities in data, QCD Monte Carlo, and tt̄ Monte Carlo events.
Figure 15 shows the distributions of relative isolation observed in data for different ranges of
jet multiplicity. Distributions obtained from QCD Monte Carlo are also shown for comparison.
These plots illustrate the change in the isolation distribution with event kinematics.

To account for the differences in jet multiplicity and muon pT, a re-weighting procedure is ap-
plied to the measured isolation distribution. The reweighted distribution is shown, for events
with at least 3 jets (ET > 20, |η| < 3), in Figure 16. The data are compared to the results ob-
tained with QCD MC events where the same tag-and-probe method is applied, as well as to
the tt̄ MC where muons are selected based on generator-level matching to a b-quark.
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Figure 14: Jet multiplicity distribution (left) and the muon pT distribution (right) for data
and a muon enriched QCD Monte Carlo sample. The tt̄ shape is also shown, with a separate
normalization defined by the right-hand scale. The last bins include overflow entries. These
distributions illustrate the significant difference in kinematics between bb̄ and tt̄ events.
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ranges. The last bins include overflow entries.

Although there is a large disparity in isolation shape between tt̄ and QCD MC before the
reweighting, the shapes agree, within the present limited statistics, after the reweighting is
applied. This agreement in Monte Carlo provides a validation of the reweighting method’s
ability to predict a tt̄ isolation template. The data sample is not yet sufficiently large for precise
comparison, but agreement between data and Monte Carlo is not necessary; the intention of
this method is to use the reweighted data distribution to avoid reliance on Monte Carlo.
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Figure 5: Left: Distribution of the reconstructed p and Ih for all tracks passing the pre-selection
and matched to HSCP particles in the t̃1 MC samples. The curves Ih = Km2/p2 + C, for the
5 nominal values of the t̃1 mass, are also drawn. Right: reconstructed mass spectra for these
tracks.

7 Background Determination and Search Optimization
The search is performed as a counting experiment in the mass range of 75 to 1200 GeV/c2 to
allow sensitivity to HSCP masses as low as 100 GeV/c2. For the tracker plus muon identification
analysis, which is geared toward the detection of lepton-like HSCPs, the 100 GeV/c2 τ̃1 signal
is used for the optimization, while the 200 GeV/c2 g̃ signal is used to optimize the tracker-only
analysis.

The estimation of the background is performed by exploiting the absence of correlation be-
tween the pT and dE/dx measurements. Figure 6 shows the distributions of Ias for data for a
control sample composed of candidates with 7.5 < pT < 20 GeV/c and a signal-like sample
composed of candidates with pT > 20 GeV/c. The results obtained for both the tracker-plus-
muon and tracker-only candidates are presented. In both cases, the control and signal-like
distributions are normalized to unity to allow the shapes to be compared. Good agreement is
observed between the two distributions, which indicates that the assumption of lack of corre-
lation between momentum and dE/dx is correct to a good approximation.

A data-driven method that exploits this lack of correlation is therefore employed to estimate
the background from MIPs. An estimate of the absolute number of background events pass-
ing the selection applied to the ith subsample is obtained as Di = BiCi/Ai, where Ai is the
number of tracks in the ith subsample that pass neither the Ias threshold nor the pT one chosen
for that subsample, Bi (Ci) is the number of tracks that pass only the Ias (pT) threshold, and
Di is the number of tracks that pass both thresholds. By using the mass measurement, this
data-driven method is extended to predict the mass spectrum of the background candidates
that pass both thresholds. The expected number of retained background events in the search
region as predicted by the data-driven technique is computed as a function of the selection,
which is defined by the two background efficiency values, common to all subsamples, obtain-
able with the pT and the Ias selection alone, respectively. These background efficiency values
are referred to as εI and εpT , respectively. The choice of the selection is, however, also driven
by the knowledge of a possible systematic uncertainty on the background estimation. The
systematic uncertainty on the expected background in the signal region is estimated by com-
paring observation and prediction in a control region of the mass spectrum that corresponds to
masses smaller than 75 GeV/c2, following the procedure outlined below. All possible different

9

)2Reconstructed Mass (GeV/c
0 200 400 600 800 1000

#
H

S
C

P
}

-9
10

-8
10

-710

-6
10

-5
10

-410

-3
10

-210

-110

1
Tracker - Only

Stop130

Stop200

Stop300

Stop500

Stop800

-1 = 7TeV   198 nb sCMS Preliminary 2010   

Figure 5: Left: Distribution of the reconstructed p and Ih for all tracks passing the pre-selection
and matched to HSCP particles in the t̃1 MC samples. The curves Ih = Km2/p2 + C, for the
5 nominal values of the t̃1 mass, are also drawn. Right: reconstructed mass spectra for these
tracks.

7 Background Determination and Search Optimization
The search is performed as a counting experiment in the mass range of 75 to 1200 GeV/c2 to
allow sensitivity to HSCP masses as low as 100 GeV/c2. For the tracker plus muon identification
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analysis.
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distributions are normalized to unity to allow the shapes to be compared. Good agreement is
observed between the two distributions, which indicates that the assumption of lack of corre-
lation between momentum and dE/dx is correct to a good approximation.

A data-driven method that exploits this lack of correlation is therefore employed to estimate
the background from MIPs. An estimate of the absolute number of background events pass-
ing the selection applied to the ith subsample is obtained as Di = BiCi/Ai, where Ai is the
number of tracks in the ith subsample that pass neither the Ias threshold nor the pT one chosen
for that subsample, Bi (Ci) is the number of tracks that pass only the Ias (pT) threshold, and
Di is the number of tracks that pass both thresholds. By using the mass measurement, this
data-driven method is extended to predict the mass spectrum of the background candidates
that pass both thresholds. The expected number of retained background events in the search
region as predicted by the data-driven technique is computed as a function of the selection,
which is defined by the two background efficiency values, common to all subsamples, obtain-
able with the pT and the Ias selection alone, respectively. These background efficiency values
are referred to as εI and εpT , respectively. The choice of the selection is, however, also driven
by the knowledge of a possible systematic uncertainty on the background estimation. The
systematic uncertainty on the expected background in the signal region is estimated by com-
paring observation and prediction in a control region of the mass spectrum that corresponds to
masses smaller than 75 GeV/c2, following the procedure outlined below. All possible different
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Figure 6: Measured Ias distributions for two momentum ranges. Left: tracker plus muon selec-
tion, Right: tracker only selection.

selections that provide at least 20 entries in the control region and a total expected background
efficiency of at least 10−3 are considered, where the total background efficiency is defined as the
product of the efficiencies defining the selection. It turns out that for both the tracker-only and
the tracker-plus-muon selection the prediction systematically underestimates the observation.
The average multiplicative factors that need to be applied to the prediction to match the obser-
vation are 1.36 and 1.32 for the tracker-only and tracker-plus-muon selection, respectively. The
observed discrepancies could be due to a residual correlation between momentum and dE/dx.
For instance, the relativistic rise in the Bethe-Bloch model is not accounted for in the method
adopted to estimate the background. Thus, all predictions in the signal region are corrected
by the scale factors indicated above. After correcting the prediction for these scale factors, the
r.m.s of the distribution of the prediction-to-observation ratio is 0.18 (0.20) for the tracker-only
(muon-like) candidates. The relative systematic uncertainty on the corrected background pre-
diction is assumed to be twice these r.m.s. values, the factor of two being a simple safety factor,
given that the prediction in the signal region is the relevant quantity for both the choice of the
selection and the final results. These uncertainties are much larger than the purely statistical
uncertainties for the typical selections adopted in this analysis. In Figure 7 the corrected ex-
pected number of background candidates from the data-driven prediction is plotted versus the
corresponding number of signal candidates in the search region as predicted by MC. In both
analyses, the signal retention does not show a strong dependence on the selection for which
0.01 to 10 background events are expected. An optimal selection is therefore one that retains
an expected number of background events of the order of 0.01-0.1. This selection reduces the
probability of having one background event in the search region without an excessive reduction
of the signal yield. The chosen selections are given in Table 1 and correspond to a remaining
background level of about 0.05 events, after correction. A looser selection is also shown.

8 Results
Tables 2 and 3 enumerate the results of this search for the loose and tight selection, respectively.
No candidate HSCP tracks are observed in the case of the tight selection for both analyses. In all
cases good agreement is found between observations and corrected background predictions.

Ias distribution for 2 momentum ranges. Good agreement between 2 distributions.
Indication that the assumption of lack of correlation gives a good approximation

Data control sample
signal sample signal sample

Data control sample
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Promt and non-promt cross section in pp collisions at 7TeV.• J/Ψ

Prompt- produced indirectly via decays of heavier states of Charmonium 
Non-prompt- produced via decay of b-hadron.

The four- momentum is computed as the vector sum of the two muon momenta.

4 4 Acceptance and Efficiency

pairs belong to the same dimuon type combination, the one with the largest pT is chosen. On
average 1.07 J/ψ combinations were found per event. The analysis is then performed summing
the three categories.

Same sign dimuons are also reconstructed, and are used as a check of the background level (see
Section 5).

The J/ψ four-momentum is computed as the vector sum of the two muon momenta. The
dimuon mass spectrum is shown in Fig. 1. About 12000 J/ψ candidates have been recon-
structed, out of which about 19% in the two Global Muons category and 27% in the two Tracker
Muons category.

Figure 1: Dimuon invariant mass distributions for all categories (top) and for only Global
Muon pairs (bottom), in the rapidity windows |y| < 1.4 (left) and 1.4 < |y| < 2.4 (right). Also
shown are the invariant mass widths from a fit of a Crystal Ball function plus an exponential.
The worse mass resolution for large rapidities is caused by the smaller lever arm of the tracks.
The non-peaking red distributions show the same sign dimuon combinations.

4 Acceptance and Efficiency
The observed number of J/ψ events is corrected for the detector acceptance and muon recon-
struction efficiency. The acceptance accounts for purely geometrical and kinematical limitations
and is taken from the simulation, while the efficiency is related to instrumental effects which
can be measured from data.

4.1 Acceptance

The acceptance takes into account the finite geometrical coverage of the CMS detector and the
limited kinematic acceptance of the muon trigger and reconstruction systems. Moreover, the

Dimuon invariant mass distributions for Global Muon pairs

|y|<1.4 1.4<|y|<2.4
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where εoff is the efficiency to reconstruct offline a muon candidate and εtrig | off is the proba-
bility for an offline reconstructed muon to have also fired the trigger.

The efficiencies are calculated in several (pµ
T, ηµ) bins. The muon identification and the muon

trigger efficiencies have a stronger pµ
T dependence than the tracking efficiency, and are mapped

with sufficient sampling to describe the turn-on curve satisfactorily. In turn, the tracking effi-
ciency is constant for this momentum range while it varies more (though only slightly) in the
φ− η plane [30].

The muon offline reconstruction efficiency is assumed to be given by

εoff = εtrack · εtag | track (3)

where εtrack is the tracking efficiency and εtag | track is the muon identification in the muon
systems for a tracker-reconstructed muon, referred to as tagging efficiency.

The efficiency to detect a given J/ψ event is thus dependent on the value of the muon pair
kinematic variables, and is given by

ε(J/ψ) = εoff(µ+) · εoff(µ−) · εTrigg · ρ · εvertex , (4)

where εTrigg is
(

εtrig | off(µ+) + εtrig | off(µ−)− εtrig | off(µ+) · εtrig | off(µ−)
)

for the HLT Mu3
trigger and εtrig | off(µ+) · εtrig | off(µ−) for the L1DoubleMuonOpen trigger. The efficiency
for the two muon tracks to be consistent with coming from a common vertex (see Section 3.3),
εvertex, is measured to be (98.7 ± 0.6)%, by comparing the number of two Global Muons com-
binations (which have a signal purity of about 95%) within ± 100 MeV/c2 from the nominal
J/ψ mass, with and without the common vertex requirement. The correction to the factoriza-
tion hypothesis and the effect of the finite size of the (pµ

T, ηµ) bins are taken into account by ρ,
which is evaluated from the Monte Carlo simulation.

When selecting the tag muon, the Tag and Probe method produces a slight bias on the distri-
bution of the probe muon, hence a small difference arises between the measured single muon
efficiencies and those of an unbiased sample. This effect is studied in the Monte Carlo simula-
tion and corrected for.

The systematic uncertainty on ρ is conservatively taken as the difference between the actual
value as predicted by the Monte Carlo simulation and ρ = 1.

The uncertainties due to the estimated muon efficiencies were assessed by taking into account
their statistical errors and by comparing in the simulation the values found with the Tag and
Probe method with the true selection efficiencies. The two uncertainties were summed in
quadrature.

5 Inclusive J/ψ cross section
The measurement of the inclusive pT differential cross section is based on the following equa-
tion:

dσ

dpT
(J/ψ) · BR(J/ψ → µ+µ−) =

Ncorr(J/ψ)∫
Ldt · ∆pT

(5)

where Ncorr(J/ψ) is the J/ψ yield, corrected for the J/ψ selection efficiency, in a given pT bin,∫
Ldt is the integrated luminosity, ∆pT is the size of the pT bin, and BR(J/ψ → µ+µ−) is the

branching ratio of the J/ψ decay into two muons, which is (5.88 ± 0.10)% [9].
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bility for an offline reconstructed muon to have also fired the trigger.

The efficiencies are calculated in several (pµ
T, ηµ) bins. The muon identification and the muon

trigger efficiencies have a stronger pµ
T dependence than the tracking efficiency, and are mapped

with sufficient sampling to describe the turn-on curve satisfactorily. In turn, the tracking effi-
ciency is constant for this momentum range while it varies more (though only slightly) in the
φ− η plane [30].

The muon offline reconstruction efficiency is assumed to be given by

εoff = εtrack · εtag | track (3)

where εtrack is the tracking efficiency and εtag | track is the muon identification in the muon
systems for a tracker-reconstructed muon, referred to as tagging efficiency.

The efficiency to detect a given J/ψ event is thus dependent on the value of the muon pair
kinematic variables, and is given by

ε(J/ψ) = εoff(µ+) · εoff(µ−) · εTrigg · ρ · εvertex , (4)

where εTrigg is
(

εtrig | off(µ+) + εtrig | off(µ−)− εtrig | off(µ+) · εtrig | off(µ−)
)

for the HLT Mu3
trigger and εtrig | off(µ+) · εtrig | off(µ−) for the L1DoubleMuonOpen trigger. The efficiency
for the two muon tracks to be consistent with coming from a common vertex (see Section 3.3),
εvertex, is measured to be (98.7 ± 0.6)%, by comparing the number of two Global Muons com-
binations (which have a signal purity of about 95%) within ± 100 MeV/c2 from the nominal
J/ψ mass, with and without the common vertex requirement. The correction to the factoriza-
tion hypothesis and the effect of the finite size of the (pµ

T, ηµ) bins are taken into account by ρ,
which is evaluated from the Monte Carlo simulation.

When selecting the tag muon, the Tag and Probe method produces a slight bias on the distri-
bution of the probe muon, hence a small difference arises between the measured single muon
efficiencies and those of an unbiased sample. This effect is studied in the Monte Carlo simula-
tion and corrected for.

The systematic uncertainty on ρ is conservatively taken as the difference between the actual
value as predicted by the Monte Carlo simulation and ρ = 1.

The uncertainties due to the estimated muon efficiencies were assessed by taking into account
their statistical errors and by comparing in the simulation the values found with the Tag and
Probe method with the true selection efficiencies. The two uncertainties were summed in
quadrature.

5 Inclusive J/ψ cross section
The measurement of the inclusive pT differential cross section is based on the following equa-
tion:

dσ
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(J/ψ) · BR(J/ψ → µ+µ−) =

Ncorr(J/ψ)∫
Ldt · ∆pT

(5)

where Ncorr(J/ψ) is the J/ψ yield, corrected for the J/ψ selection efficiency, in a given pT bin,∫
Ldt is the integrated luminosity, ∆pT is the size of the pT bin, and BR(J/ψ → µ+µ−) is the

branching ratio of the J/ψ decay into two muons, which is (5.88 ± 0.10)% [9].
-Size of the pt bin
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trigger efficiencies have a stronger pµ
T dependence than the tracking efficiency, and are mapped
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φ− η plane [30].
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where εtrack is the tracking efficiency and εtag | track is the muon identification in the muon
systems for a tracker-reconstructed muon, referred to as tagging efficiency.

The efficiency to detect a given J/ψ event is thus dependent on the value of the muon pair
kinematic variables, and is given by

ε(J/ψ) = εoff(µ+) · εoff(µ−) · εTrigg · ρ · εvertex , (4)

where εTrigg is
(
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)

for the HLT Mu3
trigger and εtrig | off(µ+) · εtrig | off(µ−) for the L1DoubleMuonOpen trigger. The efficiency
for the two muon tracks to be consistent with coming from a common vertex (see Section 3.3),
εvertex, is measured to be (98.7 ± 0.6)%, by comparing the number of two Global Muons com-
binations (which have a signal purity of about 95%) within ± 100 MeV/c2 from the nominal
J/ψ mass, with and without the common vertex requirement. The correction to the factoriza-
tion hypothesis and the effect of the finite size of the (pµ

T, ηµ) bins are taken into account by ρ,
which is evaluated from the Monte Carlo simulation.

When selecting the tag muon, the Tag and Probe method produces a slight bias on the distri-
bution of the probe muon, hence a small difference arises between the measured single muon
efficiencies and those of an unbiased sample. This effect is studied in the Monte Carlo simula-
tion and corrected for.

The systematic uncertainty on ρ is conservatively taken as the difference between the actual
value as predicted by the Monte Carlo simulation and ρ = 1.

The uncertainties due to the estimated muon efficiencies were assessed by taking into account
their statistical errors and by comparing in the simulation the values found with the Tag and
Probe method with the true selection efficiencies. The two uncertainties were summed in
quadrature.

5 Inclusive J/ψ cross section
The measurement of the inclusive pT differential cross section is based on the following equa-
tion:
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(J/ψ) · BR(J/ψ → µ+µ−) =

Ncorr(J/ψ)∫
Ldt · ∆pT
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where Ncorr(J/ψ) is the J/ψ yield, corrected for the J/ψ selection efficiency, in a given pT bin,∫
Ldt is the integrated luminosity, ∆pT is the size of the pT bin, and BR(J/ψ → µ+µ−) is the

branching ratio of the J/ψ decay into two muons, which is (5.88 ± 0.10)% [9].
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Figure 3: Differential cross section as a function of pJ/ψ
T for the two different rapidity intervals

and in the null polarization scenario. The error bars on the abscissa values are the RMS of the
pJ/ψ

T in each bin.

decay length in the laboratory frame [32, 33], defined as

Lxy =
uTσ−1x

uTσ−1uT , (7)

where x is the distance between the vertex of the two muons and the primary vertex of the
event computed in the transverse plane, u is the unit vector of the J/ψ pT and σ is the sum of
the primary and secondary vertex covariance matrices.

It should be noted that negative values of !J/ψ are possible due to resolution effects which, at
small decay lengths, cause the J/ψ momentum vector and the one joining the primary and
secondary vertices to be in opposite directions in the transverse plane.

To determine the fraction fB of J/ψ’s from B-hadron decays in the data, we performed an un-
binned maximum-likelihood fit in bins of pT, integrating over the J/ψ rapidity. The dimuon
mass spectrum and the !J/ψ distribution were simultaneously fitted by a log-likelihood func-
tion,

ln L =
N

∑
i=1

ln F(!J/ψ, mµµ) , (8)

where N is the total number of events and mµµ the invariant mass of the muon pair. The
expression for F(!J/ψ, mµµ) is given by

F(!J/ψ, mµµ) = fSig · FSig(!J/ψ) · MSig(mµµ) + (1− fSig) · FBkg(!J/ψ) · MBkg(mµµ) , (9)

where:

• fSig is the fraction of events attributed to J/ψ sources coming from both prompt and
non-prompt components,

• FSig(!J/ψ) and FBkg(!J/ψ) are the functional forms describing the !J/ψ distribution for
the signal and background, respectively. The signal part is given by a sum of prompt

Total Cross Section:
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Table 2: Relative uncertainties (in percent) on the corrected yield, in each pT bin: statistical , final
state radiation (FSR), pT calibration, B-fraction, Non-prompt polarization, muon efficiency, ρ-factor, Fit
functions

pJ/ψ
T Statistics FSR pT B-frac. non-prompt Muon ρ Fit

( GeV/c) calibration polar. effic. function
|y| < 1.4

4− 6 7.2 2.0 3.1 0.1 0.0 11.1 4.6 6.1
6− 8 5.2 2.0 2.4 0.2 0.1 7.0 7.0 0.2
8− 10 5.3 1.6 1.4 0.3 0.1 9.9 7.1 0.6

10− 30 4.7 0.9 0.7 0.4 0.2 10.8 1.2 1.0
1.4 < |y| < 2.4

0− 1 6.4 0.8 0.3 0.1 0.0 10.5 12.6 6.5
1− 1.5 9.5 0.7 0.3 0.0 0.0 11.4 28.2 8.3
1.5− 2 6.1 0.4 0.5 0.0 0.0 11.2 22.7 6.1
2− 3 4.3 0.2 0.9 0.0 0.0 10.0 5.6 2.4
3− 4 3.9 0.6 0.7 0.1 0.0 9.7 5.9 6.8
4− 6 5.6 0.8 0.5 0.1 0.0 10.6 9.3 5.7
6− 8 4.3 0.6 0.4 0.1 0.0 9.4 6.8 8.3

8− 10 5.8 0.5 0.2 0.2 0.1 13.1 4.2 1.0
10− 30 7.8 0.2 0.2 0.2 0.1 11.8 0.6 2.1

5.2 Inclusive J/ψ cross section results

Table 3 reports the values of the J/ψ differential cross section with systematic and statistical
uncertainties, for different polarization scenarios. The relative error on the luminosity determi-
nation is 11%, and is common for all bins.

Figure 3 gives the inclusive cross section BR(J/ψ → µ+µ−) · dσ
dpT

in the two rapidity ranges,
including statistical and systematic uncertainties, added in quadrature. It should be noticed
that the first bin in the forward rapidity region extends down to pJ/ψ

T = 0 GeV/c.

The total error is dominated by the statistical uncertainty on the determination of the efficien-
cies from data.

The total cross section for J/ψ production, obtained by integrating over pT between between 4
and 30 GeV/c and over rapidity between −2.4 and 2.4, gives

BR(J/ψ → µ+µ−) · σ(pp → J/ψ + X) = (289.1 ± 16.7(stat) ± 60.1(syst)) nb (6)

6 Fraction of J/ψ from B-hadron decay
The measurement of the fraction of J/ψ coming from the decays of the B-hadrons relies on the
discrimination of the J/ψ produced away from the pp collision vertex (contrary to the promptly
produced ones), determined by the distance between the dimuon vertex and the primary vertex
in the plane orthogonal to the beam line. Given the small size of the beam spot (about 40 µm)
and its careful determination even within a run, that is taken as the location of the pp collision
vertex.

6.1 Separating prompt and non-prompt J/ψ’s.

As a rough estimate of the B-hadron decay length, for each J/ψ candidate, the quantity !J/ψ =
Lxy · mJ/ψ/pT is computed, where mJ/ψ is the J/ψ mass and Lxy is the most probable transverse



Differential Cross Section

5

5 Results
The inclusive b-quark production cross section σ is calculated according to

σ ≡ σ(pp → b + X → µ + X′, pµ
⊥ > 6 GeV, |ηµ| < 2.1) =

Ndata
b
L ε

.

The efficiency ε includes the trigger efficiency (82 %), the muon reconstruction efficiency (97 %),
and the efficiency for associating a track jet to the reconstructed muon (77 %). The trigger
efficiency is determined from data, the other two efficiencies are taken from MC simulation.

The result of the inclusive b-quark production cross section within the kinematic range is

σ = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

The systematic error is discussed in the following section. For comparison, the inclusive b-
quark production cross section predicted by PYTHIA and MC@NLO are:

σPYTHIA = 1.8 µb,
σMC@NLO = [0.84+0.36

−0.19(scale)± 0.08(mb)± 0.04(pdf)] µb.

The error for MC@NLO is obtained by changing the QCD renormalization and factorization
scales independently from half to twice their default values within a ‘fiducial’ volume as in
Ref. [29]. The massive HERWIG calculation agrees with the MC@NLO prediction within the
theorectical uncertainties.

The results of the differential b-quark production cross section as a function of the muon trans-
verse momentum and of the pseudorapidity are shown in Fig. 2 and summarized in Tables 1
and 2. The templates for the fraction fit are determined separately for each bin. While the prel

⊥
distributions are similar in all bins of muon pseudorapidity, a shift to higher prel

⊥ values is ob-
served in the bins corresponding to higher muon transverse momenta. The differential cross
section is calculated from

dσ(pp → b + X → µ + X′)
dx

∣∣∣∣
bin i

=
Ni,data

b
L εi ∆xi ,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi de-
notes the width of bin i. The number Ni,data

b of selected b events in data and the efficiency ε i are
determined separately for each bin. The integral of the differential cross section is consistent
with the cross section determined for the full sample.

6 Systematics
The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.
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Figure 2: Differential cross section (a) dσ
dpµ

⊥
(pp → b + X → µ + X′, |ηµ| < 2.1), and (b)

dσ
dηµ (pp → b + X → µ + X′, pµ

⊥ > 6 GeV). The points with error bars are the CMS measure-
ments. The horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.

7

Table 2: Differential b-quark cross section dσ/dηµ for pµ
⊥ > 6 GeV in bins of muon pseudora-

pidity. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online and
offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

ηµ Nb ε dσ/dη [nb] stat sys lumi
(-2.1,-1.5) 773± 68 0.62± 0.02 256 9% 16% 11%
(-1.5,-0.9) 895± 71 0.63± 0.02 293 8% 15% 11%
(-0.9,-0.3) 1322± 84 0.64± 0.02 424 6% 15% 11%
(-0.3,0.3) 1240± 82 0.59± 0.02 434 7% 14% 11%
(0.3,0.9) 1333± 84 0.64± 0.02 426 6% 14% 11%
(0.9,1.5) 1119± 75 0.61± 0.02 375 7% 14% 11%
(1.5,2.1) 802± 66 0.63± 0.02 262 8% 14% 11%

Table 3: Summary of systematic uncertainties. The systematic errors can vary depending on
the muon transverse momentum and pseudorapidity as indicated by the range.

source uncertainty
Trigger 3–5 %
Muon reconstruction 3 %
Tracking efficiency 2 %
Background template shape uncertainty 1–10 %
Background composition 3–6 %
Production mechanism 2–5 %
Fragmentation 1–4 %
Decay 3 %
MC statistics 1–4 %
Underlying Event 10 %
Luminosity 11 %
total 16–20 %

The background template consists of contributions from cc events and from light quark/gluons
events, where a hadron is misidentified as a muon. The fit does not separately determine the
c- and udsg-content of the sample. Two effects can introduce a systematic error. (i) The udsg
template determined from data could be biased. Using the PYTHIA-derived udsg template
introduces a difference to the nominal fit of 1–10 %, depending on the muon transverse mo-
mentum and pseudorapidity bin. (ii) If the c-fraction of the non-b background in the data were
different from the value used in composing the templates, the fitted b-fraction would change
somewhat. The MC simulation predicts a c-fraction of 50–70 % in the non-b background de-
pending on the muon transverse momentum. This fraction depends on the modeling of charm
semileptonic decays and on the muon fake probability. Varying the c vs. udsg fraction by±20%
leads to a systematic error of 3–6 %.

In PYTHIA, the production of a bb pair can be split into flavor creation (19 % of the selected
events), flavor excitation (56 %), and gluon splitting (25%). The event selection efficiencies
are 61 %, 62 %, and 65 %, respectively. Reweighing the events from the different production
processes to reflect the difference between PYTHIA and HERWIG leads to a systematic error of
2–5 %, depending on the muon transverse momentum.

The b-quark fragmentation in the PYTHIA sample is modeled by the Peterson fragmentation

yellow band- quadratic sum 
of stat. and syst. errors
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.

Table 1: Selections used in the analysis. The actual pT and Ias thresholds depend on the sub-
sample as explained in the text and are therefore expressed as a range of values. Top: loose
selection. Bottom: full (tight) selection.

LOOSE εpT pcut
T εI Icut

as
Tracker+Muon 10−1.0 7.7 - 25.9 10−1.5 0.0036 - 0.4521
Tracker only 10−2.0 7.9 - 67.4 10−2.0 0.0037 - 0.5293

TIGHT εpT pcut
T εI Icut

as
Tracker+Muon 10−3.0 7.7 - 125.9 10−3.0 0.0036 - 0.6526
Tracker only 10−4.0 7.9 - 259.0 10−3.5 0.0037- 0.8901

Table 2: Counting experiment results for the loose selection. First two columns: corrected
expected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

LOOSE Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Tracker+Muon 82± 33 77 1007± 200 838
Tracker Only 108± 38 122 184± 250 260

Table 3: Counting experiment results for the tight selection. First two columns: corrected ex-
pected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

TIGHT Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Muon-like 0.153± 0.061 0 0.249± 0.050 0
Tk-only 0.060± 0.021 0 0.060± 0.011 0

Expected number of signal candidates predicted by MC vs the
 expected number of background candidates from 

data driven predictions in search region
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.

Table 1: Selections used in the analysis. The actual pT and Ias thresholds depend on the sub-
sample as explained in the text and are therefore expressed as a range of values. Top: loose
selection. Bottom: full (tight) selection.

LOOSE εpT pcut
T εI Icut

as
Tracker+Muon 10−1.0 7.7 - 25.9 10−1.5 0.0036 - 0.4521
Tracker only 10−2.0 7.9 - 67.4 10−2.0 0.0037 - 0.5293

TIGHT εpT pcut
T εI Icut

as
Tracker+Muon 10−3.0 7.7 - 125.9 10−3.0 0.0036 - 0.6526
Tracker only 10−4.0 7.9 - 259.0 10−3.5 0.0037- 0.8901

Table 2: Counting experiment results for the loose selection. First two columns: corrected
expected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

LOOSE Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Tracker+Muon 82± 33 77 1007± 200 838
Tracker Only 108± 38 122 184± 250 260

Table 3: Counting experiment results for the tight selection. First two columns: corrected ex-
pected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

TIGHT Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Muon-like 0.153± 0.061 0 0.249± 0.050 0
Tk-only 0.060± 0.021 0 0.060± 0.011 0

Selections used in the analysis
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.

Table 1: Selections used in the analysis. The actual pT and Ias thresholds depend on the sub-
sample as explained in the text and are therefore expressed as a range of values. Top: loose
selection. Bottom: full (tight) selection.

LOOSE εpT pcut
T εI Icut

as
Tracker+Muon 10−1.0 7.7 - 25.9 10−1.5 0.0036 - 0.4521
Tracker only 10−2.0 7.9 - 67.4 10−2.0 0.0037 - 0.5293

TIGHT εpT pcut
T εI Icut

as
Tracker+Muon 10−3.0 7.7 - 125.9 10−3.0 0.0036 - 0.6526
Tracker only 10−4.0 7.9 - 259.0 10−3.5 0.0037- 0.8901

Table 2: Counting experiment results for the loose selection. First two columns: corrected
expected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

LOOSE Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Tracker+Muon 82± 33 77 1007± 200 838
Tracker Only 108± 38 122 184± 250 260

Table 3: Counting experiment results for the tight selection. First two columns: corrected ex-
pected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

TIGHT Exp. Obs. Exp. in full spectrum Obs. in full spectrum
Muon-like 0.153± 0.061 0 0.249± 0.050 0
Tk-only 0.060± 0.021 0 0.060± 0.011 0
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.
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Figure 7: Expected number of signal candidates, as predicted by MC, versus the expected num-
ber of background candidates from a data-driven prediction in the search region. Left figure is
for the tracker plus muon selection, with the 100 GeV/c2 τ̃1 signal; Right figure is for the tracker
only selection, with the 200 GeV/c2 g̃ signal.

Table 1: Selections used in the analysis. The actual pT and Ias thresholds depend on the sub-
sample as explained in the text and are therefore expressed as a range of values. Top: loose
selection. Bottom: full (tight) selection.
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Table 2: Counting experiment results for the loose selection. First two columns: corrected
expected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.

LOOSE Exp. Obs. Exp. in full spectrum Obs. in full spectrum
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Table 3: Counting experiment results for the tight selection. First two columns: corrected ex-
pected and observed number of events in the search region of the mass spectrum. Last two
columns: corrected expected and observed number of events in the full mass spectrum.
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12 8 Results

Fig. 8 shows the resulting mass spectra using the loose selection and the corrected predictions.
The agreement between MC, corrected data-driven prediction and data in both shape and ab-
solute normalization is satisfactory.
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Figure 8: Mass spectra for the loose selection. Left: tracker+muon candidates; right: tracker-
only candidates. Observed spectrum (black dots), data-driven corrected predicted background
spectrum (full red triangle) with its uncertainty (green band), MC background spectrum (blue
histogram).

Fig. 9 shows the distribution of Ih versus p for all the candidates that pass the loose selection.
All of the candidates, including one with a measured mass of about 350 GeV/c2 retained by
the tracker-only analysis, are characterized by low Ias values that are just above the thresh-
old applied in the corresponding subsample. This is also the case of the few candidates that
have Ih values around 5 MeV/cm. These candidates are tracks reconstructed with very few
hits, for which the Ias threshold is relatively high. Their relatively high Ih values are therefore
compatible with background from MIPs.
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Figure 9: Distribution of the measured p and Ih for all candidates that pass the loose selection.
Left: tracker+muon candidates; right: tracker-only candidates.

Given the null result, upper limits are set at 95% C. L. on HSCP production. The acceptance for

Mass spectra for the loose selection

Red dots: data-driven predictions.
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Fig. 8 shows the resulting mass spectra using the loose selection and the corrected predictions.
The agreement between MC, corrected data-driven prediction and data in both shape and ab-
solute normalization is satisfactory.
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Figure 8: Mass spectra for the loose selection. Left: tracker+muon candidates; right: tracker-
only candidates. Observed spectrum (black dots), data-driven corrected predicted background
spectrum (full red triangle) with its uncertainty (green band), MC background spectrum (blue
histogram).

Fig. 9 shows the distribution of Ih versus p for all the candidates that pass the loose selection.
All of the candidates, including one with a measured mass of about 350 GeV/c2 retained by
the tracker-only analysis, are characterized by low Ias values that are just above the thresh-
old applied in the corresponding subsample. This is also the case of the few candidates that
have Ih values around 5 MeV/cm. These candidates are tracks reconstructed with very few
hits, for which the Ias threshold is relatively high. Their relatively high Ih values are therefore
compatible with background from MIPs.
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Figure 9: Distribution of the measured p and Ih for all candidates that pass the loose selection.
Left: tracker+muon candidates; right: tracker-only candidates.

Given the null result, upper limits are set at 95% C. L. on HSCP production. The acceptance for
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14 9 Systematic Uncertainties
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Figure 10: Observed 95% C.L. upper limits on the cross section for production of the different
models considered and predicted theoretical cross sections. Upper: analysis of the muon iden-
tification plus tracker candidates; Lower: analysis of the tracker-only candidates. The bands
represents the theoretical uncertainty on the cross section values.
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Figure 10: Observed 95% C.L. upper limits on the cross section for production of the different
models considered and predicted theoretical cross sections. Upper: analysis of the muon iden-
tification plus tracker candidates; Lower: analysis of the tracker-only candidates. The bands
represents the theoretical uncertainty on the cross section values.
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Observed 95% upper limits on the cross section of the different models considered and predicted 
theoretical cross section.
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Search for heavy Stable Charged Particles (HSCP) in pp collisions at 7 TeV.

pt>7.5GeV/c;
3 hits is Silicon Tracker for dE/dx measurement;
Clean separation:
 selection of tracks with high pt and dE/dx.

Estimator for selection based on dE/dx
4 5 Event Selection

Ias =
3
N
×

(
1

12N
+

N

∑
i=1

[
Pi ×

(
Pi −

2i− 1
2N

)]2
)

, (1)

where N is the number of track hits in the silicon strip detectors, Pi is the probability a MIP
would produce a charge equal to or smaller than the observed one for the observed path length,
and the summation is over the number of track hits in the silicon strip detectors, ordered in
terms of increasing Pi. The Ias discriminator takes into account the actual MIP energy loss
distributions which are a function of the path length in the sensitive parts of the silicon strip
detectors and takes into account the ADC cut-off. The charge probability density functions are
obtained using tracks with p > 5 GeV/c from events collected with a minimum bias trigger.
Non-relativistic HSCP candidates will have Ias approaching unity.

Figure 1 shows relatively good agreement between the data and the minimum bias MC sample,
as well as strong discriminating power for the HSCP signal using Ias and pT. For the case of
the MC Ias distributions, the effect of having enriched the sample with events with high p̂T is
reflected in the presence of a few high-weight events (low p̂T) in the tails of the distribution. For
the muon selection the tails of the Ias distribution are populated with comparable contributions
by both the low p̂T sample and the high p̂T one. The former sample suffers from lack of statistics
given that only 2 events are found with Ias > 0.2. The integral of the MC distribution in the
region Ias > 0.15 is in excellent agreement with the data.

Clusters have been cleaned from anomalous ionization contributions due to overlapping MIP
tracks, nuclear interactions and hard δ-rays in the silicon strip tracker detectors. Genuine sin-
gle tracks produce clusters with most of the physical charge distributed over one or two neigh-
bouring strips and with other strips carrying only the fraction (to a first approximation equal
to 10−n, where n is the distance in units of strips) of this charge that is induced via capacitive
coupling or cross-talk effects. Clusters with multiple charge maxima, as well as clusters with
more than two consecutive strips containing high and comparable charge were rejected. The
Ias distributions for the tracker-only candidates in the data passing the pre-selection with and
without the cluster cleaning procedure are shown in Fig. 2 (left). Figure 2 (right) shows the
same distributions for the signal MC sample corresponding to a gluino with mass 200 GeV/c2,
where only reconstructed tracks matched to the simulated HSCP particles are considered. The
latter distribution is normalized to the integrated luminosity of the data. Thus, the cluster
cleaning procedure rejects background at high ionization without a significant impact on the
signal. The background rejection is found to be lower for the muon-like candidates, most likely
because muons do not undergo nuclear interactions.

As illustrated by Fig. 3, the Ias distribution in data depends on the number of silicon strip clus-
ters used for the dE/dx measurement. Small differences in the distribution are also observed for
a fixed number of hits but for different η ranges. The latter differences are due to the different
typical path lengths in the different η regions, which result in improved dE/dx resolution, but
also to differences in material, which result in different rates of secondary particle production.
To increase sensitivity, therefore, candidate HSCPs are divided into subsamples according to
the number of silicon strip hits and η interval: 0 < η < 0.5, 0.5 < η < 1, 1 < η < 1.5,
1.5 < η < 2 and 2.0 < η < 2.5. As described in more detail in section 7, optimal thresholds
for pT (Ias) are determined by requiring the same background efficiency, obtainable with the pT
(Ias) selection alone, in each subsample. The value of the thresholds are, in general, different
from subsample to subsample; it is the resulting background efficiency that is common to all
subsamples.

N- number of track hits in Silicon Strip;
Pi- probability the MIP will produce a charge  ≤ the observed one for the 

observed path length;
Summation is over the number of track hits ordered in terms of increasing Pi.

Event Selection:
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Figure 1: Distributions in data, minimum bias MC, and signal for pT and Ias. Upper figures are
for the tracker plus muon selection; lower figures are for the tracker only selection. Note that
different signal samples are used for the upper and lower figures.

Distribution in data, min baias MC and Signal for pt and Ias

Good agreement between data and MC, strong discriminating power for HSCP signal.
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10 8 Measurement of the Z → e+e− signal yield

The sources of systematic uncertainty for the fit procedure are: the uncertainty in the rela-
tive normalization of the electroweak background component, shape biases in the QCD back-
ground, and shape biases in the signal component. The electroweak background normalization
has uncertainty primarily due to any potential mis-modeling of the acceptance and efficiency
of electrons from W → τν and Z → e+e− relative to that of W → eν, resulting in systematic
biases of 0.1%. The QCD background shape biases are estimated by examining the E/T distri-
butions of events passing the W → eν selection with electron selection criteria inverted, such
as isolation (see Fig. 9), and η − φ matching requirements between the electron track and its
ECAL cluster. The functional form chosen describes all of these samples well, and with the
same parameter values. The fit is also performed with σ1 allowed to float. The systematic bias
in the signal yield, resulting from these alternative parameter values, is 2.2%. Uncertainties
from signal shape biases are estimated by the mean expected bias from alternative E/T shapes.
The alternative shapes span the range of E/T shapes obtained from varying the electron energy
scale by ±1% in EB and ±3% in EE. This variation of scale can change the signal yield by up to
2.7%. The alternative shapes also span the range of W E/T recoil allowed by using the minimum
bias data to constrain the underlying event energy modelling in our W simulation. The result-
ing mean bias in the signal yield expected from this range is 1.4%. The E/T shape will also vary
due to the uncertainty of efficiency corrections to the simulation (as described in Section 9); this
translates into signal yield variations of up to 0.3%.
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Figure 7: Distribution of E/T for the selected W→ eν candidates in data (points). Superimposed
are the results of the likelihood fit for QCD background (violet), all backgrounds (orange), and
signal plus background (yellow).

8 Measurement of the Z → e+e− signal yield
Z candidates are required to have two electrons, with ECAL cluster ET > 20 GeV, satisfying
the criteria of the Section 6, but with a looser operating point than the W selection for electrons.

Identified muon with pt> 20 GeV and |η|<2.1

2 3 Measurement of the W → µν yield

2 High-pT muon identification and selection
The muon identification strategy followed in this note is consistent with the CMS muon quality
criteria studies in [18]. For the typical range of transverse momenta explored in this analysis
(pT < 200 GeV/c) the muon momentum resolution is dominated by the inner tracker measure-
ments. Events with high-pT muons are recorded online using the Level-1 muon trigger and the
high-level trigger (HLT), which require information from the muon chambers (Level-1, HLT)
and the inner tracker (HLT). A trigger path with an HLT threshold of pT > 9 GeV/c in the
|η| < 2.1 region is chosen as the baseline of the analysis.

A good consistency between tracker and muon detector measurements is essential to reduce the
contamination from muons produced in decays in flight of hadrons and from punch-through.
First, the muon must be identified by two different algorithms, one that starts from inner
tracker information (“tracker muons”), and another one that starts from segments in the muon
chambers (“global muons”). Second, we apply a cut of χ2/ndo f < 10 on a global fit containing
tracker and muon hits. Finally, we demand the presence of at least two levels of muon stations
in the measurement. This latter condition ensures a sensible momentum estimate at the muon
trigger level, and further suppresses remaining punch-through and sail-through candidates,
which are unable to penetrate deeply in the iron yoke of CMS.

In order to ensure a precise estimate of momentum and impact parameter, only tracks with
more than 10 hits and at least one hit in the pixel detector are used. Cosmics are rejected by
requiring a transverse impact parameter distance to the beam spot position of less than 2 mm.
Dedicated studies of muons in cosmic runs show that the high-pT cosmic contamination after
this cut is negligible in the present sample. More details and studies on muon identification in
CMS at

√
s = 7 TeV can be found in Reference [18].

3 Measurement of the W → µν yield
W → µν events are characterized by a high-pT isolated muon, together with a significant
amount of missing transverse energy (E/T), due to the presence of a neutrino in the final state
that escapes undetected.

A full reconstruction of the W system is not possible but a mass reconstruction in the transverse
plane can be performed from the measured E/T and the muon momentum. This transverse
mass is defined as: MT =

√
2pT(µ)E/T(1− cos(∆φµ,E/T)), where ∆φµ,E/T is the azimuthal angle

between muon and E/T directions. The resulting MT distribution exhibits the characteristic
shape of the W Jacobian peak.

We first reject events with two global muons satisfying: pT(µ1) > 20 GeV/c and pT(µ2) >
10 GeV/c, where pT(µ1) is the highest muon pT and pT(µ2) is the second highest muon pT in
the event, in order to minimize the contribution from Drell-Yan events to the selected sample.
Events with an identified muon in the fiducial volume |η| < 2.1 and with pT > 20 GeV/c are
kept.

The isolation variable for muons is defined as:

Irel
comb =

{
∑(pT(tracks) + ET(em) + ET(had))

}
/pT(µ) (1)

where the sums are defined in a ∆R =
√

(∆φ)2 + (∆η)2 < 0.3 cone around the muon direc-
tion. In this cone, ∑ pT(tracks) is the sum of all transverse tracker momenta and ∑(ET(em) +

One electron with pt>20 GeV/c
|η|<1.4442 (EB); 1.566<|η|< 2.500 (EE)

W to leptons

NW=799.7±30.6

6 5 Muon efficiency studies in data
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Figure 3: Fit to the MT spectrum of W candidates (black points) together with the templates for
the different processes, for an integrated luminosity of 198 nb−1: W signal, other electroweak
processes, and QCD background (solid histograms). The signal yield is NW = 818± 27, where
the indicated error is statistical only.

The overall efficiency from muon reconstruction methods and identification criteria is studied
with high-pT inclusive muons (pT > 15 GeV/c) satisfying most of the selection criteria de-
scribed in Section 2. This muon sample has a large b-decay component, resembling the prompt
muons expected in W and Z production. Differences in efficiency between data and Monte
Carlo are therefore interpreted as potential biases in the efficiency of our electroweak selected
samples. The muon efficiency has three distinguishable components: 1) the efficiency to find
a track in the inner tracker, 2) the efficiency to find a track in the muon chambers, 3) the effi-
ciency of the remaining set of identification cuts. The inner tracker efficiency is studied using
well-reconstructed tracks in the muon chamber as probes. The tracker efficiency in the muon
chambers is probed with “tracker muons”, which are tracks with loose matchings to muon
segments, but not a muon track. Finally the efficiency of the remaining identification cuts is
studied by switching them on and off and comparing the variations in efficiency observed in
data and Monte Carlo. All checks provide results that are consistent with the Monte Carlo pre-
dictions within the statistical uncertainty of the checks, almost independently of the pseudo-
rapidity region. The results are also compatible with dedicated tag-and-probe checks on the
Z → µ+µ− sample. This statistical uncertainty, 3%, is propagated into the W measurement as
a systematic uncertainty. In the Z case this uncertainty is found to be lower, 2.5%, due to the
looser requirements on one of the muons in the event.

Trigger efficiencies are studied using Z → µ+µ− events. For the W → µν case we select Z →



Z to leptons
8 6 Electron identification and selection
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Figure 5: Invariant mass distribution of the selected Z → µ+µ− candidates in data superim-
posed to the MC expectation. Left: linear, right: logarithmic scale.
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Figure 6: Isolation cut efficiency correction for prompt muons (per muon) as a function of the
cut. Left: W → µν case, where the nominal cut is at 0.15. Right: Z → µ+µ− case, where the
nominal cut is at 3 GeV.

|η| < 3.0 in two endcap regions (EE).

Electron candidates are selected online from events that: pass a “Level 1” (L1) trigger filter,
evaluated by customized hardware, which requires a coarse-granularity region of the ECAL
to have ET > 5 GeV; and that subsequently pass a “High Level Trigger” (HLT) software filter,
requiring an ECAL cluster with ET > 15 GeV, using the full granularity of the ECAL and ET
measurements calibrated to offline precision [19].

Electron candidates require an ECAL cluster [20] with ET > 20 GeV for W or Z candidates,
and with |η| < 1.4442 for EB clusters or 1.566 < |η| < 2.500 for EE clusters. ECAL clusters are
required to match tracks using an algorithm [21] which accounts for possible energy loss due

13
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Figure 10: Distribution of Mee for the selected Z → e+e− candidates in data (points). Superim-
posed are simulated estimates of signal and background components, normalized to 198 nb−1.

10 Systematic uncertainties
The largest uncertainty for the cross section measurement comes from the luminosity measure-
ment, currently estimated to be 11% [10]. This uncertainty should decrease in the future. We
quote it separately from the other systematic uncertainties.

The first group of sources of systematics is related with uncertainties in the experimental re-
sponse predicted by CMS simulations. Particularly important are estimates of lepton recon-
struction, identification, trigger and isolation efficiencies, which are discussed in Sections 5
and 9.

Sub-dominant systematic uncertainties come from the lepton energy/momentum scale and
resolution. Studies of high-energy cosmic ray events, alignment discrepancies between inner
tracker extrapolations and muon chamber positions, low-mass dimuon resonances and esti-
mated uncertainties on tracker alignment show that scale shifts above 1% for muons with
pT ∼ 40 GeV/c can be excluded. This leads to a small uncertainty in the W → µν analysis,
1%. In the electron case, scale shifts as large as 3% cannot be ignored, leading to a systematic
uncertainty in the W → eν cross section of 2.7%.

The last source of experimental uncertainty is the limited knowledge of the intrinsic hadronic
recoil response which contributes to the E/T measurement. Studies of photon plus jet final
states [12] and the recoil distribution against leptons in W events indicate that discrepancies as
large as 10% between data and Monte Carlo for the response in this relatively low-E/T region
cannot be excluded. This uncertainty has a relatively small impact on W → µν, and a 1.4%
impact on the W → eν cross section.

The QCD background shapes are fitted in the signal extraction procedure, and studies with
Monte Carlo show that possible biases are small compared with the statistical precision of the
measurement. Since the contributions from the electroweak backgrounds is fixed as a relative
contribution to the W → !ν signal component, theoretical biases in their normalization can be
neglected.

Theoretical uncertainties in the W → !ν cross section measurement enter in the determination

NZ=61NZ=77


