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Introduction
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 Introducing the human factor in the well organized Machine 

Protection System

 To recover, prepare or setting-up the machine, still several by-hand 

actions to perform

 Operators play also an important role in machine protection

 Operation of the machine relies on :

 BIC

 Sequencer

 SIS

 Procedure

 tools to measure and trim the machine parameters

07-09-2010 MPS External Review /MP and OP, LP



Outlines

3

 Operational procedure

 Introduction to the sequencer

 Overview of the Software Interlock System

 Outcomes from the review on operation

 Outstanding issues
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LHC hypercycle
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Operational procedure 1/3
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 Operational procedure is a kind of checklist with all the tasks to run 

the machine through the different phases of the hypercycle:

 Ramp-down

 pre-injection

 Injection 

 Over-injection

 prepare ramp

 Ramp 

 Squeeze

 Collisions

 very efficient old fashioned paper checklist at the beginning, imported 

now to WIKI, updated on-line by shift crew with change tracking

 contains also all the agreed operational parameters for each phase 

“translated” in a sequence to be run in a more automated way
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Operational procedure 2/3
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 Before injection, series of sanity checks to guarantee the integrity of 

MPS components:

 BLM sanity checks,

 BI checks,

 LBDS, 

 BIC sanity checks,

 Collimators energy thresholds

 MCS checks for beam dump system components

…

 Tests to be run regularly, frequency defined by equipment reliability 

studies (every 12 hours, once per day…)
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Operational procedure 3/3
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 Some of the tests are linked to beam permit (BLM) to enforce the 

regular execution: beam permit not given if successful test not run 

within the last 24 hours 

 Some are linked to the software interlock system (BIC pre-

operational checks) for injection permit

 But most of them rely on the shift crew executing the corresponding 

sequencer tasks   

 2 software very important in the daily operation, not yet presented:

 Sequencer

 SIS

07-09-2010 MPS External Review /MP and OP, LP



The LHC Sequencer 

 Sequencer allows the machine to be driven through all parts 

of its operational cycle. 

 run a large number of tasks that need to be executed in a 

given and strict order and have to be performed successfully to 

allow the LHC machine to go from one phase to another.

 It interfaces almost all the machine equipment and 

experiments.

 provides a first version of a checklist that allows shift crews 

to see progress through the sequences 
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The LHC Sequencer
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The LHC nominal sequence
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The LHC nominal sequence (1/2)
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 all phases correspond to a subsequence, grouped in the nominal 

sequence 

 you can run a whole sub-sequence or step in

 possibility to skip some tasks, replay

 a lot of flexibility in the execution, mandatory in the start-up 

phase (Debugging phase) 

 but alternative pathways might be dangerous

 each task has predefined parameters ( hardware group, commands, 

values) not editable in the GUI, need to use the sequencer EDITOR to 

update
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The LHC nominal sequence (2/2)
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 Definition of the nominal sequence components is critical to avoid 

pathways

 Role of the Operational procedure : Up-to date definition of what 

tasks are done in what order in the nominal sequence 

 Balance between safety and efficiency: mainly in the preparation 

phases (no beam)

 a lot of tasks not related to magnet powering 

long tasks can be executed in parallel: sanity checks, kickers 

conditionning, RF LBDS frequency checks… 

 But actual GUI does not allow real parallelism within a sequence: as 

a consequence, several identical sequences are run in parallel!

 Sequencer checklist panel allows to follow-up what is done
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Software Interlock System
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 SIS core functionality is to provide a framework to program high level 

interlocks based on accelerator device parameters published over the 

BE Common Middleware (CMW) protocol. 

 The interlock results (permits) are exported to the Beam Interlock 

Controller devices to trigger beam dumps or inhibit extraction from SPS. 

 The framework is flexible enough to be able to export a result over 

CMW to any standard accelerator controls (used also to interlock power 

converters with access conditions)

 Interlock types:
 Initially: used simple test logic comparison of acquired value to 

reference  value (number or boolean) – hardcoded into configuration.

 Now: more and more complicated interlocks (JAVA) that pull together 

multiple signals and DB references. Very flexible, but complex 

interlocks are tricky to test !

07-09-2010 MPS External Review /MP and OP, LP



SIS Structure
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To perform its job for LHC, SIS has subscriptions to 2409 control 

system devices / parameters

Within a tree interlock tests are grouped in a hierarchical manner. The 

resulting permit is exported to different system through a CMW 

connection.

 BICs (8 signals) update period 2 s BIC timeout 20 s

 MTG (2 signals) update period of 4 s

 PICs (36 signals) update period of 2 s

 All interlock trees are evaluated every 2 seconds. The evaluation is 

triggered from the 1 second clock signal provided by the LHC timing 

system.
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 LHC SIS runs on dedicated HP server in the CCR. 

 The server is equipped with a timing card (CTRI).

 The SIS processes of SPS and LHC have never failed during 

operation in the last 2 years. 

 Server crashes were however observed in the 2009-10 

shutdown. This was traced to a timing library (concurrency) and 

fixed.

 In case of failure the timeouts on the SIS inputs to the BICs lead 

to beam dump/injection or extraction inhibit.

SIS Availability
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SIS Structure : permit trees
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 INJ_B1_PERMIT (INJ_B2_PERMIT) : injection interlocks that apply 

to beam1/ring1 (beam2/ring2) only. The PERMIT state (TRUE/FALSE) 

is exported to injection BIC for TI2 (TI8).

 INJ_PERMIT: injection interlocks that apply to both beams. The 

PERMIT state (TRUE/FALSE) is exported to injection BICs TI2 and TI8. 

 RING_B1_PERMIT (RING_B2_PERMIT) : ring interlocks that apply 

to beam1/ring1 (beam2/ring2) only. The PERMIT state (TRUE/FALSE) 

is exported to ring1 (ring2) BIC (CCR BIC). 

 RING_PERMIT: ring interlocks that apply to both rings. The PERMIT 

state (TRUE/FALSE) is exported to ring BICs (SR3 B1 and B2)

 POWERING_PERMIT: interlocks that apply to powering and access 

conditions. The signals are exported by sector to the PIC PVSS system 

to lock PCs when access and powering conditions do not match. 
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SIS
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SIS Injection Interlocks
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Test Coverage Status Comments

PC states All PCs Operational

PC currents RB, RQ, RD, MCBX Operational Extend to IPQ?

QPS_OK All circuits with QPS Operational

RF Synchronization

Cryo maintain

Operational Include ADT state monitoring?

BTV position Ring and dump line BTVs Operational Dump BTV not tested with 

intensity (more int. needed)

Injection bucket Abort gap and over-

injection protection

Operational

Injection mode Operational Avoid injecting with wrong 

mode

Energy Operational

(Pre)-op checks XPOC, PM, IQC, BIC Operational

Triplet alignment WPS in all IRs Operational
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SIS Circulating Beam Interlocks
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Test Coverage Status Comments

SMP energy All RBs, SMP energy Operational 0.2% to 2% (ramp or not)

SMP energy

distribution

All BLM crates Operational Verify energy across all BLM 

crates

BETS Q4 and MSD in IR6 Operational

TCDQ – beam Beam center in TCSG

TCSG gap

TCDQ-TCSG retraction

Operational Achievable tolerances depend 

on orbit stability

COD integral All arc Hor. CODs Operational dp/p < 0.2%

Orbit All ring BPMs Operational Achievable tolerances depend 

on orbit stability

COD settings All CODs Operational in 

stable beams

Achievable tolerances depend 

on reproducibility and variation 

in ramp & squeeze

COD trips 60 A CODs (not in PIC) Operational Dump if COD(s) trips and 

missing kick > threshold. 
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SIS Masking
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 For the moment all interlocks are maskable except:

 XPOC

 BIC pre-operational checks

 SMP energy checks (BLMs and main bends)

 Orbit and COD settings in stable beams

 COD trips and field integral

 Masking:

 Independent of Set-up Beam Flag.

 Allowed for all holders of RBAC roles : LHC-EIC, MCS-SIS

 Some interlocks are “masked” with safe beam condition with a logic 

OR in the tree.
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SIS and MPS
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 SIS is a reliable solution for quite a class of interlocks:

 Injection interlocks (reliability less critical).

 (Complex) interlocks involving multiple systems.

 Interlocks for distributed systems like orbit. 

 Quick solutions for un-expected situations.

 It is all software:

 Reaction time limited to around 1 second.

 Safety will never be SIL3… even if it is better than expected some 

years ago.
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 Identified the weak points during all the different states of the machine 

in procedure and tools before increasing intensity

 OP is the most efficient MPS tester 

 First months of operation stressed the system and found several holes

 During first phases of the commissioning, a lot of by-hand actions

 Triggered actions to correct them

 A lot of tasks have been added to the nominal sequence and new 

beam process commissioned

OP review in June
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Operational dangers
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 Coming back to M. Lamont’s cases, (long?) list of examples 

presented in the OP review

 Different impact for Machine Protection System:

 Case 1: Loss of beam due to procedural error or sub-system 

failure

 caught by BIS

 Case 2: Putting the machine in a dangerous state so that if 

something does go wrong it is not properly protected

 Major risk
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Examples 1/2

 C1: ramp-down with beam still in machine (sequencer 

run through)

 C2: RQD not at injection level (sequence not completed)

 C1: coupling trim wrong order of magnitude 

 C1: repeat trim of collimators by mistake

 C2: out of date sequence for collimators 

 C1: Q’ measurement by mistake during squeeze

 C1: Mega-chirp at 3.5 TeV

 C1: use of 1/3 order to scrape beams with high intensity

 C1: rogue RT packets
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Examples 2/2

 C2: Collimator actual trim – end of ramp

 C2: New orbit in ramp with 1e11 with FB off

 C1: Energy jumps in OFB system 

 C1: injection Kicker didn’t fire – into fault

 C1: Vacuum attempting to mask interlock with unsafe 

beam

 C2: Transverse feedback by-passing hierarchy in V-

plane

 C1: Zeroing separation bump actual settings in stable 

beams

 C2: Squeeze to 2 m with tertiary not in position

 C1: bare orbit by mistake
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 Spurious RF RT trims

 OFB and QFB off in ramp at 2.5 TeV

 carry on without

 lose beams attempt FB reset at 3.5 TeV

 Loss of beam at start ramp, QFB on wrong peak (hump?)

 Faulty converter not removed from SOCs

 drive horizontal correctors through squeeze by hand

 functions to 2m.  

 Wrong collision beam process in place 

From recent week-end (1 MJ+)
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OP procedure 1
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Black – Sequencer

Red – by hand
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long, complicated and 

error prone



OP procedure 2
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OP procedure 3
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OP procedure 4

3007-09-2010 MPS External Review /MP and OP, LP



OP procedure 5
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OP procedure 6
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long, complicated and 

error prone
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“Un mal pour un bien”

 Several new SIS interlocks to capture the errors:

 injection settings

 RF frequency range

 CODs settings

 New tasks in the nominal sequence, to check settings during all the 

phases, incorporation:

 injection checks

 ramp loading 

 run through the squeeze, collisions preparation...

 New beam process for preparing collisions including most of the critical 

settings management (collimators, copying ...)

 Rationalization of the nominal sequence
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Outcomes from OP review
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 Remaining issues with Controls:  

 Alarm system not really used as alarms but more as diagnostics 

tools: not properly configure for operation

 RBAC : now in strict mode

 still some back doors to front-ends: RT feedbacks?

 crashed not always detected on time : DIAMON status to be 

optimized, description of FE, coherent status green/red

 LSA:

 Actual trim : very useful but coherent limits should be defined to 

be even more protective.

 Trim, Production database and incorporation wide open  (not 

solvable by RBAC)
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Outcomes from OP review: Sequencer 
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 As mentioned during the Internal MPS review, sequencer should 

not be relied on to ensure that things are done properly, possibility 

of alternative pathways

 If a task is skipped it something else should catch it, however…

 Some improvements could help: 

 bugs to be fixed : run through 

 clarity/vision : new GUI under development 

 check lists : deployed but need to be configured properly

 State Machine to enforce a tasks execution: to 

control/channel all commands, under development
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Settings management through sequencer
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 Sequencer is addressing settings through a “key word”, namely the 

LHC user

 Each beam process is attached to a user, unique in a hyper-cycle, 

hard-coded in the tasks

 Same LHC users are used across different hyper-cycles:

 Possibility to really mess-up settings 
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Outcomes from OP review: SIS
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 Protection of the subscription UI.

 Avoid accidental stopping of data subscription – mostly 

availability, but also safety when there are timeouts.

 Masking. 

 So far masking rights apply to all (maskable) signals. Could 

consider making masking role-dependent.

 Automatic reset of masks – in work.
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 Settings:

 machine state after MD – not checked systematically

 Checks against last time or limits

 routine feed-forward (via sequencer)

 squeeze in one go – function for collimators 

 Feedbacks : 

 Thorough testing needed (dedicated time needed)

 More robust behavior in case of incorrect data input

 Too much dependant on a single person 

 Firmware updates:

 Improve tracking or even enforce a kind of piquet-role?

 New software releases:

 Proper testing procedure to be put in place for critical 

applications

Remaining issues
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 Technical stops: 

 Recover is always tricky, proper machine check-out needed 

 Set Of Circuits management : improve the follow-up of 

disable/enable correctors when not available/repaired, masking 

in SIS, YASP...

 Ergonomics & fixed displays

 Not always optimum…

 Floating Keyboards

 Control of connections to front-ends to avoid loss of connection for 

CCC based applications used to run the machine

 Enforce a proper proxy strategy

 Real enforcement of the operational envelope:

 Allowed intensity

 Allowed missing equipment or add new interlocks?

 Involvement of OP crew in MPS test tracking

Remaining issues
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 Conclusion of OP review: not ready for 0.5-1 MJ… but we are there.

 During the first phase to get above 1 MJ,

 Many issues addressed

 Remarkably fast turnaround on problem resolution

 A lot of automation and cross-checks put in place

 Still some improvements needed before pushing much further

 Procedures, settings, sequencer, feedbacks… 

 Reduce to a minimum the by-hand tasks

 Close some more doors

 Well MPS-aware operation crew is the first line of defense

Conclusions

4007-09-2010 MPS External Review /MP and OP, LP


