
Anomaly Detection and Failure Prediction

Prof. Evgeny Burnaev, e.burnaev@skoltech.ru
Skoltech, 2021



ADASE group

§ 30 researchers
§ DL for

- 3D Computer Vision
- Predictive Analytics

The Best Paper Award for the research on modeling of 
point clouds and predicting properties of 3D shapes at the 
Int. Workshop on Artificial Neural Networks in Pattern 
Recognition (ANNPR), 2020  

Geometry Processing Dataset Award for the work «ABC 
Dataset: A Big CAD Model Dataset For Geometric Deep 
Learning», Symposium on Geometry Processing, 2019

The Best Paper Award for the research in eSports at the 
IEEE Internet of People conference, 2019 

~ 100 papers in major venues, incl. 
NIPS, ICML, CVPR, etc.



ADASE group

§ 30 researchers
§ DL for

- 3D Computer Vision
- Predictive Analytics

~ 100 papers in major venues, incl. 
NIPS, ICML, CVPR, etc.

Moscow government prize for 
Scientific Achievements, 2018

Industrial Expertise: since 2007

“Ilya Segalovich” Yandex prize for 
Scientific Achievements, 2020 and many 

others...

The Best Paper Award for the research on modeling of 
point clouds and predicting properties of 3D shapes at the 
Int. Workshop on Artificial Neural Networks in Pattern 
Recognition (ANNPR), 2020  

Geometry Processing Dataset Award for the work «ABC 
Dataset: A Big CAD Model Dataset For Geometric Deep 
Learning», Symposium on Geometry Processing, 2019

The Best Paper Award for the research in eSports at the 
IEEE Internet of People conference, 2019 



Table of contents

Ø Challenges

Ø Examples of projects

Ø Methodology

Ø Anomaly Detection

Ø Imbalanced Classification

Ø Generalization Bounds for Imbalanced Classification

Ø One-Class SVM

Ø Kernels



Table of contents

Ø Challenges

Ø Examples of projects

Ø Methodology

Ø Anomaly Detection

Ø Imbalanced Classification

Ø Generalization Bounds for Imbalanced Classification

Ø One-Class SVM

Ø Kernels



[6]











Table of contents

Ø Challenges

Ø Examples of projects

Ø Methodology

Ø Anomaly Detection

Ø Imbalanced Classification

Ø Generalization Bounds for Imbalanced Classification

Ø One-Class SVM

Ø Kernels





Auxiliary Power Unit Failures [5, 6]
q Problem:

ü Input: multidimensional telemetry data 
(high/low pressure turbine rotor speed and 
vibration; burner pressure, exhaust, fuel and 
oil feed, etc.)

ü Output: events (APU failures)

q Data: 3 years, ~400 flights per year of telemetry and 
observed failures for 30 aircrafts, 400+ parameters 

q Objective: predict future failures with low false alarms

q Challenges:
ü Heterogeneous data and noise,
ü Large volumes of high-dimensional data,
ü Imbalanced learning data sample (events are 

rare)



Auxiliary Power Unit Failures [5,6]

q Solution and results:
ü Anomaly Detection and Early 

warnings about some types of failures
ü High coverage rates (detected 

failures) 
ü Low False Alarms (for ~9 accurately 

predicted failures we get ~1 false 
alarm)
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1. Subsystems Identification:
Identification of groups of 
dependent parameters, 
corresponding to different 
subsystems

4. Validation: 
Apply anomalies 
detection logics in a 
new airplane (left apart) 
to calculate the 
prediction 
performances.

2. Anomaly Detection:
Detection of Anomalies 
based on Manifold Learning 
for identified subsystems

3. Events Matching: 
Statistical techniques to 
identify best anomalies 
preceding warnings (and 
not happening anywhere 
else)

Methodology (macro-steps) [5,6]
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Results for Decision Trees classifier
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Motivation

• We consider a binary classification problem 
statement

• The problem is possibly imbalanced (typical for applications). 
E.g. we should detect cancer/no-cancer using MRI. The 
number of cases with cancer (minor class) is small

• The main goal of the imbalanced classification is to accurately detect a minor class

• However, standard classification approaches (logistic regression, SVM, etc.) treat 
all classes as equally important

• As a consequence the resulting classification model is biased towards the major 
class. E.g., if we predict an event occurring in just 1% of all cases and the 
classification model always gives a “no-event” answer, then it is wrong in just 1% of all 
cases



Outline

1. To deal with possible class imbalance when constructing a classifier  we use a weighted 
error (risk) to stress the most important class (accurate detection is needed!)

2. How to select an appropriate weight value to up-weight a minor class?

3. We obtain a generalization bound for a weighted binary classification and 
estimate an optimal weight

4. Results of computational experiments demonstrate usefulness of the obtained estimate



Related works

• There exist results in classification performance with a weighted loss 

• E.g. in [1] a bayesian framework for imbalanced classification with a weighted 
risk is proposed, 

• [2] investigated the calibration of asymmetric surrogate losses, 

• [3] considered the case of cost-sensitive learning with noisy labels. 

• However, to the best of our knowledge, there is no studied upper bound for the 
excess risk with explicit dependence on the class imbalance and the 
weighting scheme that quantifies the influence on the overall classification 
performance

[1] G. Dupret and M. Koda, “Bootstrap re-sampling for unbalanced data in supervised learning,” European Journal of 
Operational Research, 2001.
[2] C. Scott, “Calibrated asymmetric surrogate losses,” Electron. J. Statist.,2012.
[3] N. Natarajan, I. S. Dhillon, and et al., “Cost-sensitive learning with noisy labels,” JMLR, 2018.



Some useful definitions

Definition:

- some family of functions from       to 

- fixed sample

where - Rademacher variables



Definition:

- some distribution on 

Some useful definitions

Theorem. Generalization bounds based on Rademacher complexity



Problem statement

- a class of binary classifiers. E.g. 

- input (feature) space

- output (label) space

- unknown distribution on 

- prior probability of a positive class, i.e.



Problem statement

- is a training sample, 

- is a Rademacher complexity of 

- is a zero-one loss function

- some (fixed) weighting function 



Problem statement

Theoretical risk

Optimal classifier



Problem statement

Empirical risk:

Empirical classifier



Problem statement

We would like to derive an upper bound for the excess risk:

The excess risk characterizes a generalization ability of the classifier

A classifier with lower excess risk
A classifier with higher excess risk



Generalization bound

To derive explicit expressions we use an additional assumption

for some positive weighting functions                    and 

Theorem [4]:



Generalization bound: optimal weight selection (I)

By collecting the terms with        in we get

So, the upper bound on the excess risk is equal to

We set                             and 

The optimal weight



Generalization bound: optimal weight selection (II)
Finally:

• We weight examples from the positive class with a weight

• The optimal weight to minimize the upper bound of the excess risk is equal to

• We weight examples from the negative class with a weight

For such optimal weight value the upper bound of the excess risk is equal to

Therefore, in imbalanced case (               or               )    for                    and 
“standard functions classes” we get that



Empirical evaluation

We expect that for the optimal weight value a classifier achieve better accuracy 
on the test when when being trained by minimizing the weighted empirical loss

Protocol of experiments:

• Consider different values of the weight

• Train a classifier by minimizing a weighted empirical loss 

for a particular weight value

• Estimate accuracy on the test set and find the weight for which accuracy is the highest

• Compare the best obtained weight with the theoretical weight calculated using the 

formula



Results: 2d toy problems



Results: 2d toy problems



Results: real-world problems

• Datasets were taken from Penn Machine Learning Benchmarks repository: 
we selected diabetes, german, waveform-40, satimage, splice, spambase, 
hypothyroid, and mushroom, that have various types of data and features

• To obtain a specific balance between classes in experiments, we used 
undersampling of an excess class. Using this method, we varied the positive class 
share among the following values: 0.01, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9, 0.95, 0.99

• To measure the performance of the method, we conducted 5-fold 
cross-validation of a Logistic Regression classifier



Results: real-world problems

waveform_40_p10



Results: real-world problems

waveform_40_p30



Results: real-world problems

waveform_40_p70



Results: real-world problems

waveform_40_p95



Results: real-world problems

waveform_40_p99



Results: real-world problems

hypothyroid_p70



Results: real-world problems

hypothyroid_p90



Results: real-world problems

hypothyroid_p95



Results: real-world problems

hypothyroid_p99
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KDD-99 Challenge 

There are three types of features in this dataset:
1. The first type is generated directly from TCP dump: the type of the protocol, 

number of fragments sent, destination network service, etc. 
2. The features of the second type are proposed by domain experts. 
3. The features of the third type are based on the connection history in a 2-second 

time window. 

Every data sample describes TCP connection as a 41-feature vector labeled as either 
normal or an attack, with exactly one specific attack type 

We test 
• OC-SVM using all features, 
• OC-SVM using only features of the first type, and 
• OC-SVM+ with 

o features of the first type being original information and 
o the second and third types as privileged information. 





Other 
hyperparameters are 
optimized using a grid 
search, in all 
experiments ν = 0.1
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Kernels [1]

Let

Ø

be a kernel that can be represented as

Kernel ridge regression has the form 

where

Ø

Ø

Complexity:



Kernels: Quadrature approximation

We assume that

Complexity:

with

Then we can find    -dim features, s.t.



Kernels: approximation accuracy
Theorem: Let

Ø
Ø
Ø an

d

Then

with

We guarantee approximation error     with probability           if  



Ø be the same KRR with

Kernels: approximation accuracy
Corollary: Let

Ø be a KRR with regularization            

Ø

Then

with probability             if 



Thanks for attention
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