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Data Taking

‣ Seconds in collision were 
very much as we expected 
throughout the year

‣ Machine estimates are that 
we could see a higher 
average live time in 2012

‣ 2012 will be more 
challenging events to 
reconstruct
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Computing Tier-0 pp

‣ Increasing pile-up 
makes the 
computing problem 
more challenging

‣ In 2011 CMS ran 
the Tier-0 at high 
occupancy for 
periods

‣ Using whole node 
scheduling at 
Tier-0 may help 
with memory

‣ Too high 
memory leads 
to very 
inefficient use of 
the CPU
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Tier-0 Jobs

D. Giordano (CERN) 

Summary of the Performance in 4.4

CMSSW 4.4 

๏ uses about 1 GB of memory less than 4.2 

๏ physics performance very close to those in 4.2

‣ Validation ongoing inside POG & PAG

‣ Effects of the O(1%) seen in muon-id , electron-id  
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Heavy Ion Run

‣ Tier-0 for Heavy Ion has been 
very manageable

‣ Memory requirements for HI 
are currently lower than high 
pile-up pp, due to differences 
in the tracking

‣ Zero suppression on the HLT 
farm has meant the Tier-0 IO 
has been reduced from 2010
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Vanderbilt

‣ Another change from last year 
was the successful commissioning 
of the Vanderbilt processing 
facility

‣ Prompt Skimming jobs are 
executed on data

‣ Analysis jobs from users

‣ Good Data Transfers from FNAL 
and CERN
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Tier-1

‣ CMS has used close to 100% of 
the Tier-1 pledge over all of 2011

‣ Mostly Reprocessing of Data and 
Simulation

‣ Expect the trend to continue in 
2012
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Status Data Re-Processing and MC Production12/01/11

PP Data Re-Reconstructions 2011

‣ 25 individual Re-Reconstruction campaigns (most of them only on selected runs and PDs)

‣ Total number of events and size of Re-Reconstructions already as large as prompt data taking
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Era Pass Events Total Size [TB]
Run2010A+B Apr21
Run2011A Apr13
Run2011A Apr22
Run2011A May3
Run2011A May7
Run2011A May10
Run2011A May13
Run2011A 16Jun2011
Run2011A 02Jul2011
Run2011A 05Jul2011
Run2011A 16Jul2011
Run2011A 05Aug2011
Run2011A 31Aug2011
Run2011A 16Sep2011
Run2011A 20Sep2011
Run2011A 03Oct2011
Run2011A 06Oct2011
Run2011A 21Oct2011
Run2011A 02Nov2010
Run2011A 08Nov2011
Run2011B 08Nov2011
Run2011A 15Nov2011
Run2011B 15Nov2011
Run2011B 19Nov2011
Run2011A 26Nov2011
Run2011B 26Nov2011

1,420,077,332 388.89
40,729,454 2.74
10,767,224 9.59
12,808,958 9.13
29,085,527 21.57

476,783,419 257.65
18,604,900 5.59

463,744 0.36
144,560,884 130.85
180,655,731 161.52

56,168,211 8.55
123,381,634 110.63

273,081 0.65
52,384,460 28.10

3,347,184 0.00
59,822,214 69.45

13,730 0.00
12,657,332 8.19

4,053,868 0.64
1,238,155,918 626.75

5,652,294 5.46
2,865,513 0.00
2,305,064 0.00

184,445,390 228.60
1,475,622 0.27
2,476,862 0.61

Total
Total Run2010A+B
Total Run2011A+B

4,084,015,550 2,075.79
1,420,077,332 388.89
2,663,938,218 1,686.90
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Tier-1s

‣ Reasonable balance 
across Tier-1s

‣ Recent reprocessing 
passes everyone has 
contributed

‣ Some issues getting all 
the pledge at ASGC 
during this time
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Tier-2

‣ In the final month of 
the proton-proton run 
the analysis activity 
remained high

‣ Regularly exceeding 
40k running jobs at 
Tier-2

‣ Individual analysis users 
continue to increase 
slowly

‣ CMS will need to work 
efficiently in 2012 to 
analyze the more 
complex data
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CMS Analysis Activity
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Getting Ready for 2012

‣ CMS produced a large number of simulated events for 2011

‣ Recombined 2 with various pile-up scenarios

‣ Similar expected for 2012.    Assuming 8TeV

9

Status Data Re-Processing and MC Production12/01/11

MC Production 2011

‣ Started the year with 8 TeV production

‣ Then continued in 7 TeV (Summer11) which tailed off in September, October

‣ November saw more requests to augment statistics
2
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Preparing for MC

‣ We turned the Tier-0 farm loose for MadGraph Production of 
8TeV Simulation

‣ Historically the Tier-0 farm is poorly used during non-data taking 
periods and MadGraph is CPU intensive and relatively easy to 
manage

‣ We hope that between now and the start of the run we handle the 
bulk of the LHE production with MadGraph

‣ The Tier-1s are heavily engaged in data and simulation 
reprocessing for 2011

‣ Around the third week of January we will begin to ramp up 
simulation production

10



Dec. 11

Challenges 2012

‣ Most of the probable scenarios for 2012 involve very high pile-up

‣ In some cases higher than the initial design of the detectors

‣ Initial indications are that CMS will be memory limited in data 
reprocessing

‣ Campaign to bring the memory down, but involves something new and 
clever or a trade-off for physics

‣ Whole node scheduling at Tier-1s helps alleviate the issue with a cost of 
scheduling complexity

‣ Increasing memory per core 

‣ No one expects existing systems to be opened, so a solution that improves 
the situation over time
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Outlook

‣ It has been a busy year, but largely expected

‣ Inefficient use of the Tier-0 that we are working to fix

‣ Heavy Use of Tier-1 and Tier-2 centers

‣ Challenges of preparing for 2012 include 

‣ Large new simulation sample

‣ Complicated events with lots of pile-up
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