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How do we How do we understand/interpret understand/interpret 

our our measurementsmeasurements



OutlineOutline

What is Probability :  frequentist / Bayesian

review PDFs and some of their properties

 Hypothesis testing

test statistic

power and size of a test

error types

Neyman-Pearson   What is the best test statistic

concept of confidence level/p-value

Maximum Likelihood fit

 strict frequentist Neyman – confidence intervals

what “bothers” people with them

 Feldmans/Cousins  confidence belts/intervals

 Yes, but what about systematic uncertainties?
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Interpreting your measurementInterpreting your measurement
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What do we REALLY mean by:  

mW = 80.399+/- 0.023 ;   

MHiggs< 114.4GeV/c2  @95%CL

 these things are results of:

 involved measurements

many “assumptions”

 correct statistical interpretation:

 most „honest‟ presentation of the result 

 unless:  provide all details/assumptions that went into  obtaining 

the results

 needed to correctly “combine” with others  (unless we do a fully 

combined analysis)



What is ProbabilityWhat is Probability
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What is ProbabilityWhat is Probability
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1) a measure of how likely it is that some event will occur; 

a number expressing the ratio of favorable – to – all cases

2) the quality of being probable; a probable event or the 
most probable event  (WordNet® Princeton)

 Frequentist probability

 Axioms of probability:   pure “set-theory”



Frequentist vs. BayesianFrequentist vs. Bayesian
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Bayes‟ Theorem

 This follows simply from the “conditional probabilities”:



Frequentist vs. BayesianFrequentist vs. Bayesian
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 Some people like to spend hours talking about this…

Bayes‟ Theorem

B.t.w.:   Nobody doubts Bayes‟ Theorem: 

discussion starts ONLY if it is used to turn 

frequentist statements:

into Bayesian probability statements:



Frequentist vs. BayesiaFrequentist vs. Bayesiann
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 Certainly: both have their “right-to-exist”

 Some “probably” reasonable and interesting questions cannot even 

be ASKED in a frequentist framework : 

 “How much do I trust the simulation”

 “How likely is it that it is raining tomorrow?”

 “How likely is it that the LHC/Tevatron will also be operated next year?”

 after all.. the “Bayesian” answer sounds much more like what you 

really want to know: i.e. 

“How likely is the “parameter value” to be correct/true ?”

 BUT:

 NO Bayesian interpretation  w/o “prior probability” of the parameter

 where do we get that from?

 all the actual measurement can provide is “frequentist”!



Probability Distribution/Density of a Probability Distribution/Density of a 

Random VariableRandom Variable
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random variable x : characteristic quantity of point in sample space

discrete variables continuous variables

normalisation (It has to be „somewhere‟)



Cumulative DistributionCumulative Distribution
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Cumulative PDF 

distribution:

PDF (probability density function)

we will come back to this..



Functions of Random VariablesFunctions of Random Variables
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Glen Cowan: Statistical data analysis



Conditioning and Conditioning and MarginalisationMarginalisation
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↔ consider some variable in the joint PDF(x,y) as constant (given):

Glen Cowan: Statistical data analysis

marginalisation: If you are not interested in the dependence on “x” 

 project onto “y” (integrate “x out”)

 conditional probability:



Hypothesis TestingHypothesis Testing
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Why talking about “NULL Hypothesis”Why talking about “NULL Hypothesis”
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 Statistical tests are most often formulated using a 

 “null”-hypothesis and its 

 “alternative”-hypotheisis

Why?

 it is much easier to “exclude” something rather than to 

prove that something is true.

 excluding: I need only ONE detail that clearly contradicts

 assume you search for the “unknown” new physics. 

“null”-hypothesis : Standard Model (background) only

“alternative”: everything else



Hypothesis TestingHypothesis Testing
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y

n

“feature space”

y(B)  0, y(S)  1

> cut: signal

= cut: decision boundary

< cut: background

y(x):

Example: event classification    Signal(H1) or Background(H0)

 choose cut value: 

i.e. a region where you 

“reject” the null-

(background-) hypothesis
(“size” of the region based on signal 

purity or efficiency needs)

 You are bound to making the wrong decision, too…



Hypothesis TestingHypothesis Testing

Helge Voss Hadron Collider Physics Summer School  June 8-17, 2011― Statistics in HEP 16

Trying to select signal events:
(i.e. try to disprove the null-hypothesis 

stating it were “only” a background event)

Type-2 error: (false negative)

 reject as background although it is signal

Signal
Back-

ground

Signal 
Type-2 

error

Back-

ground

Type-1 

error 

Type-1 error: (false positive)

 accept as signal  although it is background



Hypothesis TestingHypothesis Testing
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Try to exclude the null-

hypothesis (as being unlikely to be at 

the basis of the observation):

Type-2 error: (false negative)

fail to reject the null-hypothesis/accept null hypothesis 

although it is false

 reject alternative hypothesis although it would have 

been the correct/true one

H1 H0

H1 
Type-2 

error

H0

Type-1 

error 

Type-1 error: (false positive)

reject the null-hypothesis although it would have been the 

correct one

 accept alternative hypothesis although it is false

Significance α:  Type-1 error rate:

Size β: Type-2 error rate:

Power: 1- β

“C”:  “critical” region:  if data fall in there  REJECT the null-hypothesis

should be 

small

should be 

small



Type 1 versus Type 2 ErrorsType 1 versus Type 2 Errors
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y(x)

y(B)  0, y(S)  1

Signal(H1) /Background(H0) 

discrimination: 

0 1

1

0

1
-
e b

a
c
k
g
r.

esignal

which one of those

two is the better??

y‟(x)

y‟‟(x)

Type-1 error small

Type-2 error large

Type-1 error large 

Type-2 error small

Signal(H1) /Background(H0) :

 Type 1 error:  reject H0 although true  background contamination

 Significance α: background sel. efficiency 1- a: background rejection

 Type 2 error:  accept H0 although false  loss of efficiency

 Power: 1- β signal selection efficiency



NeymanNeyman Pearson LemmaPearson Lemma
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0 1

1

0

1
-
a

.

1-b

Type-1 error small

Type-2 error large

Type-1 error large 

Type-2 error small

Neyman-Peason:

The Likelihood ratio used as “selection criterium” 

y(x) gives for each selection efficiency the best 

possible background rejection. 

i.e. it maximises the area under the “Receiver 

Operation Characteristics” (ROC) curve



NeymanNeyman Pearson LemmaPearson Lemma
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0 1

1

0

1
-
a

.

1-b

Type-1 error small

Type-2 error large

Type-1 error large 

Type-2 error small



NeymanNeyman Pearson LemmaPearson Lemma
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Note: it is probably 

better to plot 1/α rather 

than 1- α as:

α α/2 means 

“HALF the background”



NeymanNeyman Pearson LemmaPearson Lemma
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Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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assume we want to modify/find another “critical” region with 

same size (α)  i.e. same probability under H0 

Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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… as size (α) is fixed

Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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outside “critical 

region” given by 

LL-ratio

Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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outside “critical 

region” given by 

LL-ratio

inside “critical 

region” given by 

LL-ratio

Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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Kyle Cranmer



NeymanNeyman Pearson LemmaPearson Lemma
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The NEW “acceptance” region has less 

power!  (i.e. probability under H1 )    q.e.d

Kyle Cranmer

“critical” region 

(reject H0)

“acceptance” region 

(accept H0 (reject H1)



NeymanNeyman Pearson LemmaPearson Lemma
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PP--ValueValue
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translate to the common “sigma”

 how many standard deviations 

“Z” for same p-value on one 

sided Gaussian

 5σ = p-value of 2.87∙10-7

Note: 

 p-value is property of the actual 

measurement

 p-value is NOT a measure of how 

probably the hypothesis is



Distribution of PDistribution of P--ValuesValues
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SummarySummary
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