
presentation to CERN IT-UDS group

29 November 2010

Jeremy Herr

29 November 2010 1Jeremy Herr, CERN IT-UDS-AVC



"Web Lecture"
 Synchronized audio/video and slides

 Viewable in any web browser
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Lecture Object
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Single file
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U-M ACP background
 The Web Lecture Archive Project (collaboration with U-M and CERN) 

recorded the Summer Student Lectures in 1999.

 The U-M ATLAS Collaboratory Project recorded ATLAS Overview 
weeks, software and physics tutorials since 2003.

 MScribe pilot project recorded 8 entire University courses in 2006-07.

 U-M CARMA service founded in 2008, a campus-wide recording 
service, using hardware/software developed in MScribe.

 Around 2500 lectures recorded and stored in U-M archive.
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U-M - CERN partnership
 Technology transfer agreement between U-M and CERN Sep 2008 -

Nov 2010.

 Goal: Put web lecture archiving into production at CERN.

1. Market survey of lecture archiving technologies.

 Compared six systems in detail

2. Choose a system or combination of systems and extend it.
 U-M system was chosen

3. Integration with CERN infrastructure.
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micala - an open source project
 Michigan - CERN automated lecture archiving system

 v0.2: state of the U-M software in 2008

 v0.3: new version developed at CERN

 Components

 recording

 processing

 monitoring

 database, web interface

 viewing formats

 Flash, podcast

 analytics

 web log analysis

 integrated Flash player usage reporting

 Integrates with existing content management system (Indico or CWIS)
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Existing CERN infrastructure
 Indico

 Conference management software

 User-defined metadata describing most events at CERN

 CDS - CERN Document Server

 Metadata and document server

 Public interface and search for digital records and media

 Media Archive

 DFS storage for multimedia files

 Transcoder server farm that prepares media for web viewing

 Webcast and videoconferencing hardware

 Tandberg cameras already installed in many rooms at CERN

 Webcast hardware/software already installed in many rooms
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CERN infrastructure integration
 Indico

 A new plugin was developed: the "Recording Manager."

 Event metadata and access control now exported to both micala and CDS.

 CDS

 Updated to accept lecture object records from the Media Archive.

 Updated to accept access control information from Indico.

 Updated to display web lectures.

 Media Archive

 Installed micala publishing scripts on MediaArchive servers.

 Now accepts lecture objects and produces web lectures, podcasts.

 Webcast and videoconferencing hardware

 Videoconferencing cameras re-used for recording audio/video.

 Webcast PCs updated to also record camera and slide feeds.
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CERN infrastructure integration
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CERN infrastructure integration
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CERN infrastructure integration
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CERN infrastructure integration
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monitoring - database
 MySQL database, which ties together :

 micala processing

 Indico

 CDS

 Media Archive

 It tracks:

 every lecture recorded

 every machine that records or processes lectures

 every venue where recordings take place

 When any machine does any task to any lecture, it reports the details of 
its status to the database; these status updates are kept indefinitely.
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monitoring - database
 The database is backed up nightly to DFS, kept for 2 months.

 Running since 11 June 2010 (almost 6 months)

 The compressed nightly backup file is currently 192 KB

 300 Lectures (265 Lecture Objects, 35 plain video recordings)

 22,377 status updates

 19 machines

 13 tasks

 12 venues
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monitoring - database tasks
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monitoring -
database
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monitoring - web interface
 text
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monitoring - web interface
 text
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monitoring - web interface
 lecture metadata

 ID numbers

 links to related resources

 animated GIF previews
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monitoring - web interface
 status of each task

 how long it took

 error messages
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monitoring - web interface
 A check-list for human operators shows what should be done next.
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monitoring - web interface
 Operator can specify crop times and start processing

 Processing must be started manually because often test recordings are 
made and deleted.
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monitoring - web interface
 Log shows everything ever done to a particular lecture

 Task name

 General status (START, RUNNING, COMPLETE, ERROR, REQUESTED)

 Task details (e.g. "FLV conversion: 45%")

 Machine name performing task

 Date/time
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monitoring - web interface
 Venue management interface
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monitoring - web interface
 machine

management
interface
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monitoring - web interface
 Tasks can be added, renamed, arranged in different order.
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monitoring - web interface
 Operator can start/stop daemon through web interface.

 This ensures that the three threads complete tasks safely.
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recording
 Linux (Ubuntu 9.10 tested)

 Used at U-M, tested on laptop- and PC-based systems.

 Mobile kit includes prosumer camera, mic mixer, lapel mic and receiver.

 Video capture: Firewire (laptop) or Osprey 100 card (PC).

 Slide capture: Epiphan VGA2USB device, 1fps JPEG images.

 Produces a "raw" lecture object: master.avi and JPEGs.

 Windows (XP tested)

 Used at CERN in 5 auditoria.

 Mobile unit planned.

 Video capture: Osprey 240e card (PC only).

 Slide capture: Epiphan VGA2USB device, 4fps f4v video.

 Produces two f4v video files.
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processing - micala server
 micala daemon operates three concurrent threads:

 Major processing tasks - high CPU and I/O usage, run sequentially.
 conversion of captured f4v files to a "raw" lecture object, video cropping

 slide analysis and chapter creation, building standard lecture object

 upload of completed lecture object to Media Archive Masters DFS directory

 Metadata installation - very small task to be run every 5 seconds.
 retrieval/installation of Indico metadata into lecture object.

 f4v flattening - to be run as soon as each recording completes.
 "raw" f4v files created by Adobe FMLE must be "flattened" before usable
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processing - publish
 Convert lecture object ("master") to viewable format ("slave")

 These could be run by the daemon, but at CERN run by Media Archive.

 Media Archive server farm monitors Masters directory.

 Three formats created for every new/changed lecture object:

 Flash web lecture - side-by-side synchronized video and slides

 Podcast MP4 - single video file switches between video and slides

 Podcast iPod - same as MP4, suitable for playback on iPod/iPhone
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viewing formats
 Web Lecture

 plays in any browser 
with Flash plugin.

 video of speaker

 synchronized slide images

 navigate directly to chapters

 Podcast (full-resolution MP4)

 Single video file, switches between video of speaker and slides

 Podcast (iPod/iPhone)

 Formatted for playback on iPod/iPhones (using HandBrake)
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analytics
 Perl script that parses existing web logs to find:

 how long users stay on site.

 how long users view each lecture.

 how popular each lecture is.

 Flash viewer logging (under construction):

 each Flash viewer reports back to micala server.

 can see which Flash features are most useful.

 which slides are viewed the most.

 understand how users view multimedia content.
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analytics
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Content Management System
 micala does not include a CMS for browsing through lectures.

 At U-M, we use CWIS, modified to export metadata to micala.

 At CERN, we use Indico and CDS

 The "Recording Request" is a new Indico plugin

 Form for users to request recordings for a given event

 Management interface to accept/deny requests

 The "Recording Manager" is a new Indico plugin

 Matches recorded lectures with Indico records:
 events

 sessions

 contributions

 subcontributions

 Submits metadata, access control list and collection information to CDS.

 Submits metadata to micala.
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Indico - Recording Request
 The following rooms are currently outfitted with the new Windows 

recording system:

 500-1-001 (Main Auditorium)

 40-S2-A01 (Salle Andersson)

 40-S2-C01 (Salle Curie)

 222-R-001 (Filtration Plant)

 31-3-004 (IT Ampitheatre)

 All rooms that have a videoconferencing system can be upgraded for 
recording.

 Users can request to have any event in these rooms recorded.

 The recording is operated remotely by AVC team.
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Indico - Recording Request
 Book a room and create an event in Indico.

 Remember to include dates, times, locations, people!

 Click on the pencil (management area).
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Indico - Recording Request
 In management area, click on "Video Services."
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Indico - Recording Request
 User clicks on the "Recording Request" tab.

 User fills out form and submits, and AVC is notified.
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Indico - Recording Manager
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Access control for web lectures
 ACL originates from Indico

 It is a list of allowed e-groups and individual e-mails

 Recording Manager recursively checks Indico permissions on:

 categories
 event

 session

 contribution

 subcontribution

 Then it exports the ACL with metadata and collection name to CDS.

 The same ACL must then be applied to:

 CDS records

 DFS Media Archive directories
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Access control for web lectures
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Scalability
 Recording:

 There is one dedicated recording machine per room.

 Processing:

 There is currently one processing server.

 micala is designed to allow multiple processing servers.

 Publishing:

 Media Archive transcoding server farm has 10 machines.
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Human operator tasks
 Accept recording request

 Indico Recording Request plugin

 Log into recording PC, press START/STOP

 This could be automated, but talks often start late

 Indico schedules are changed/ignored at last minute

 Match recording to metadata

 Indico Recording Manager plugin

 Check slides for duplicates

 VGA2USB hardware bug can create extra chapters

 Indico Recording Manager – create Indico link

 This can eventually be automated with help from CDS
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After more automation...
 Accept recording request

 Indico Recording Request plugin

 Log into recording PC, press START/STOP

 This could be automated, but talks often start late

 Indico schedules are changed/ignored at last minute

 Match recording to metadata

 Indico Recording Manager plugin

 Check slides for duplicates

 VGA2USB hardware bug can create extra chapters

 Indico Recording Manager – create Indico link

 This can eventually be automated with help from CDS
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Activity in 2010
 Recordings include:

 ATLAS Overview Weeks

 ATLAS Weekly meetings

 CMS weekly meetings

 IT Seminars

 Software tutorials

 Shift tutorials

 Technical training

 324 lectures archived in 2010, expected to increase.
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Code and documentation
 Go to http://micala.sourceforge.net to download micala, 

and to see screen shots and examples.

 version control: git

 git is a very powerful version control system ideal for distributed developers

 It is already used by Indico and CDS

 documentation: Trac (wiki)

 Description of micala components

 Description of individual scripts, database

 Installation instructions

 Development practices

 ticket system: Trac

 Trac integrates the wiki, ticket system, and git
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Code details
 Languages:

 Perl, Python, MySQL (currently translating Perl to Python)

 HTML (Mako)/CSS/Javascript

 Older code includes some Java, C, PHP

 Requires:

 ffmpeg, HandBrake, AviSynth

 ImageMagick, Python Image Library (migrating all to PIL)

 jQuery, jQuery plugins, Mako template engine

 Statistics:

 20,000 lines of code
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Copyright/License
 Copyright by

 The Regents of the University of Michigan

 CERN

 Educational Community License 2.0

 Almost identical to Apache 2.0

 Used by Opencast Matterhorn project

 Planning to also release under GPL v2

 This makes our code re-usable by other GPL projects
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The future
 Nicola Tarocco is micala's new principal developer.

 This week, I am announcing micala to Opencast collaboration, and the 
University of Michigan community.

 Planned improvements:

 OCR metadata extraction from slide images.

 Regular podcasts of prominent CERN lectures.

 Automated DVD creation.

 Perl to Python migration.

 Simplified installation procedure.

 Smarter, more automated processing.

 Web interface for analytics reports.

 Multiple processing servers for faster turnaround.
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Thank you!
This was a team effort!
 Thomas Baron - AVC section leader and micala contributor, a constant source 

of guidance, support and a pleasure to work with.

 The Indico team, especially Jose Benito Gonzalez Lopez, David Martin Clavo 
and Jose Pedro Ferreira, for their extensive knowledge and patient help.

 Michal Budzowski - Media Archive integration

 Jerome Caffaro - CDS integration

 AV team - always ready to help with equipment and recordings.

 Nicola Tarocco - for working incredibly hard to get up to speed in one month!

 Tim Smith - UDS group leader

 Homer A. Neal - director of the U-M ATLAS Collaboratory Project, my 
supervisor and mentor since 2001,who was dreaming about automated lecture 
recording before that.

 ATLAS Collaboration - for helping fund the project and providing a demanding 
test environment for the micala system.
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