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What happened so far

June 2010, CERN: Transatlantic connectivity 
Workshop

October 2010, CERN: Tier2s connectivity WG 
mandate from LHCOPN community

November-December 2010: preparation of Tier2s 
connectivity proposals

January 2011, CERN: First T2s connectivity 
Technical Meeting
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What happened so far

February 2011, IN2P3 Lyon: LHCONE kick-off at 
LHCOPN meeting

April 2011, Paris : European NRENs meeting

May 2011, Washington DC: LHCONE North 
American Summit

June 2011, Washington DC: LHCONE-LHCOPN 
joint meeting
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On the web

Reference web site: http://lhcone.net/

Technical documentation:
https://twiki.cern.ch/twiki/bin/view/LHCONE/WebHome

Geant: 
http://www.geant.net/Users/Communities/Pages/SupportforLHCONE.aspx

Internet2:
http://www.internet2.edu/science/LHCONE.html

http://lhcone.net/
https://twiki.cern.ch/twiki/bin/view/LHCONE/WebHome
http://www.geant.net/Users/Communities/Pages/SupportforLHCONE.aspx
http://www.internet2.edu/science/LHCONE.html
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Documentation

Foundation:

- Bos,Fisk: LHC Experiments' Network 
requirements

- LHCONE WG: LHCONE Architecture, ver 2.2

More documents available at http://lhcone.net/
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Done so far

- Dedicated switch at CERN connecting CERNlight, 
Netherlight and USLHCnet

- Assigned IPv4 and IPv6 prefixes for Shared 
VLAn service

- Configured two Route Servers, one at CERN and 
one at MANLAN

- CERN and Caltech peering over the Shared 
VLAN 



7

Done so far (continue)

- Assigned block of addresses for Geant 
connectors

- Assigned IP addresses for two Route Servers in 
Geant
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Questions?
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