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(LHCONE High-level Architecture
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LHCONE Prototype

* The planned prototype includes three nodes in North
America:
— Chicago (Starlight)
— New York (MAN LAN)
— Washington DC (MacLean)

* For the prototype, these nodes will be interconnected via
the existing Internet2 IP Network by a combination of VPLS
and L2 VPN overlays on the existing backbone circuits.

— Internet2’s IP network generally has 9 Gbps of available capacity on
the direct interconnect between Chicago and New York so a potential
implementation would have roughly 9 Gbps of available best-effort
traffic at the outset.

— After the roll-out of the prototype, there is also the potential to
provide a dedicated backbone circuit to provide 10G of capacity (in

addition to or in lieu of the 9 G of best effort traffic), if there is
demand and funding after the prototype is rolled out.
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LHCONE-NA: NORTH AMERICAN COMPONENTS
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Circuits landing at 710 N Lakeshore Dr.
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LHCONE: NORTH AMERICAN / TRANSATLANTIC

INTEGRATION

Model Scenario
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