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CMS Tracker

CMS is equipped with a full-silicon tracking detector
Three layers and two disks of pixel sensors (~66M channels)
Ten barrel layers and 3+9 endcap wheels of strip sensors (~10M channels)
Pseudorapidity coverage up to 2.4. Transverse momentum resolution 2-3%.

4

Tracker inner barrel during 
final integration

Insertion of the CMS 
pixel detector



~98% operational during data taking. 
Hit efficiency >99%
Excellent understanding of detector 
resolution: 

Hit, impact parameter, verticesHit resolution vs. cluster size
Transverse ~ 10 mm
Longitudinal ~ 20 mm
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Silicon pixel detector
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3.2 Track Impact Parameter Resolution 9

scriptions of track selection can be found in Reference [8]) are illustrated. Figure 5 shows a

comparison of data and simulation (Pythia8 Tune 1) for the following distributions: (a) trans-

verse momentum, pT; (b) pseudorapidity, η; (c) transverse impact parameter, dxy, with respect

to the primary vertex; and (d) longitudinal impact parameter, dz, with respect to the primary

vertex.

3.2 Track Impact Parameter Resolution

The analysis described in this section is based on the 7 TeV data collected by CMS up to the

27th of May 2010 and corresponding to 10.9 nb
−1

. In addition to the general selection detailed

in Section 1.1, the events used for the measurement of the IP resolutions are required also to

pass the uncorrected 6 GeV jet trigger. The usage of a common trigger ensures that the tracks

used in both data and simulation are comparable in terms of track multiplicity and distribu-

tion of particle kinematic variables. The measurement of the impact parameter resolution starts

from the selection of high quality tracks that have a high probability of having been produced

promptly in the pp collision: a track must have its pT greater than 0.3 GeV/c and valid measure-

ments on at least 7 consecutive layers of the tracker, including a measurement on the innermost

pixel layers (either the barrel or one of the endcap disks). Simulation studies predict that this

simple selection is expected to reduce the fraction of fake tracks to the per mil level. For trans-

verse momenta smaller than 4 GeV/c (20 GeV/c), the fraction of non-prompt tracks that are

selected is less than 2% (10%) of the total.
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Figure 6: Measured resolution of the track transverse (a) and longitudinal (b) impact parameter

as a function of the track pT. Only central tracks with |η| < 0.4 are considered. Black and red

symbols correspond to results from data and simulation, respectively.

For each track passing these criteria, the unbiased position of the collision point is determined

using all and only the other tracks in the event with the vertex fitter described in Section 2. The

uncertainty on the position is estimated from the vertex fit and it is used to filter the newly

reconstructed vertexes. If the errors on the x and y (z) coordinates of the vertex position are

within 15–37 µm (20–36 µm), a vertex-track pair is created and used in the next step of the

analysis. These cuts on the position error have been chosen as a trade-off between selecting

vertexes that are very precisely reconstructed and having enough vertexes passing the selec-

Excellent modeling
of pixel hit resolution,
multiple scattering, 
alignment

4 2 Primary Vertex Reconstruction

(a) (b)

(c)

Figure 2: Primary vertex resolution in x (a), y (b), and z (c) as a function of the number of tracks
for different average transverse momentum pT. The Pythia8 Tune 1 is used in the simulation.

ple the primary vertex efficiency from the fake rate of reconstructed tracks, we suppress fakes
by requiring all tracks to have a transverse momenta of 0.5 GeV.

In the split method, the tracks used in the primary vertex in an event are ordered first in de-
scending order of pT and then split into two different sets, with 2/3 (1/3) of the tracks assigned
to the tag (probe) track sets. The asymmetric splitting is used to increase the number of ver-
texes with low numbers of tracks. The tag and probe track sets are then fit independently with
the adaptive vertex fitter to extract the primary vertex reconstruction efficiency.

The efficiency is calculated by how often the probe vertex is matched to the original vertex
given that the tag vertex is reconstructed and matched to the original vertex. A tag or probe
vertex is considered to be matched to the original vertex if the tag or probe vertex position in
z is within 5σ from the original vertex. The σ is chosen to be the larger value of the vertex fit

Vertex resolution vs.
number of tracks and
average pT

CMS-PAS-TRK-10-005
Eur.Phys.J. C70 (2010) p.1165
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Silicon micro-strips

6

5.3 J/ψ decays in data 21

parameter value±error
b0 1.61 ± 0.11
b1 (5.0± 0.6)× 10−3

b2 (1.9± 0.3)× 10−2

b3 (1.4± 0.7)× 10−2

b4 1.5± 0.3

Table 3: Results of the resolution fit on ∼ 40 nb−1 of integrated luminosity using J/ψ reso-
nances.

Figure 17: Resolution on transverse momentum as measured with ∼ 40 nb−1 of integrated
luminosity (black line) compared to the Monte Carlo resolution computed from Monte Carlo
truth (red points) and from the fit as described in Section 4.2 (black squares). The gray band
in data represents the error on the fitted function for data computed from the errors on the
parameters.

Finally, it should be noticed that these corrections have been applied for the measurement of the
J/ψ differential cross section [16] and the measured resolution has been exploited to estimate
the related systematics both in this analysis and in the measurement of the W and Z cross
sections [17].

pT resolution from J/c→mm

CMS-PAS-TRK-10-003/4

16 6 Material plots from photon conversions and nuclear interactions

(a)

(b)

Figure 16: Material distribution versus the radius estimated from reconstructed photon conver-
sions (a) and nuclear interactions (b). The radius is calculated with respect to the Pixel barrel
detector centre. As a comparison, the histogram in the bottom panel represents the material
distribution in the simulation in average X−1

0 per bin (a), and in average λ−1
I per bin (b). In

both plots the radius bin width is 0.5 cm.

Distribution of the silicon
tracker material as function 
of the radius

Strip hit resolution vs. 
readout pitch (80-183 mm)

Pixels

Strips
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Muon ID performance

7

Muon identification based on outside-in matching of muon segments with tracks 
in the inner tracks, “Global muons”
Fraction of muons from Pions, Kaons and Protons verified with resonance 
decays
Muon efficiency reconstruction verified with a “tag-and-probe” technique on J/c 
decays

5.2 Muon identification probability for particles other than muons 11
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Figure 7: The fraction of pions (top), kaons (center) or protons (bottom) that are mis-identified

as a Soft Muon (left), Global Muon (center) or Tight Muon (right) as a function of momentum.

The uncertainties indicated by the error bars (data) and grey boxes (PYTHIA simulation) are

statistical only.

particles under study. The same method is applied to data and minimum-bias simulated

events.

The resulting muon mis-identification probabilities as a function of particle momentum and

pseudo-rapidity are shown in Figs. 7 and 8. As expected, these probabilities are found to be

independent, within statistical uncertainty, of the azimuthal angle and the decay length of the

mother particle. An interesting structure, well reproduced by simulation, is observed as a func-

tion of pseudo-rapidity and momentum. It is due to a combination of acceptance (a minimum

momentum is required to reach the muon system), the amount of material before the muon

system, and the distance available for pions and kaons to decay before reaching the calorime-

ter. At very low pT the muon mis-identification probability is lower for Global Muons than

for Soft Muons, while for a momentum of about 10 GeV/c they are similar. The reason for

K0s→p+p-

5.2 Muon identification probability for particles other than muons 11
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Figure 7: The fraction of pions (top), kaons (center) or protons (bottom) that are mis-identified

as a Soft Muon (left), Global Muon (center) or Tight Muon (right) as a function of momentum.

The uncertainties indicated by the error bars (data) and grey boxes (PYTHIA simulation) are

statistical only.

particles under study. The same method is applied to data and minimum-bias simulated

events.

The resulting muon mis-identification probabilities as a function of particle momentum and

pseudo-rapidity are shown in Figs. 7 and 8. As expected, these probabilities are found to be

independent, within statistical uncertainty, of the azimuthal angle and the decay length of the

mother particle. An interesting structure, well reproduced by simulation, is observed as a func-

tion of pseudo-rapidity and momentum. It is due to a combination of acceptance (a minimum

momentum is required to reach the muon system), the amount of material before the muon

system, and the distance available for pions and kaons to decay before reaching the calorime-

ter. At very low pT the muon mis-identification probability is lower for Global Muons than

for Soft Muons, while for a momentum of about 10 GeV/c they are similar. The reason for

f→K+K-

10 5 Muon Identification Efficiency for Signal and Backgrounds
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Figure 6: Tag-and-probe results for the muon reconstruction efficiency in data compared to

simulation. Given that a tracker track exists (with a MIP signature), the plots show the effi-

ciency as a function of muon pT for Soft Muons (left), Global Muons (middle) and Tight Muons

(right) in the barrel (top) and endcaps (bottom).

pT range, tag-and-probe efficiencies estimated with a MIP requirement are systematically 1-

2% higher than without a MIP requirement (absolute difference in efficiency). This effect is

expected to cancel to first order in the data/simulation ratio.

Using the same technique, it is possible to measure the efficiency for the muon track in the sili-

con tracker to be reconstructed. In this case a standalone-muon track is used as a probe. Due to

the worse resolution for standalone-muon tracks, the mass peak is broader, but the background

is small. The invariant mass distribution and efficiency results are reported elsewhere [9] and

show that for muons of sufficient momentum to create a standalone muon, the efficiency is 99%

or higher in the entire acceptance |η| < 2.4 both in data and in simulation.

In Section 7, tag-and-probe results are shown for the trigger efficiency.

5.2 Muon identification probability for particles other than muons

One can obtain pure samples of kaons, pions, and protons from resonances of particle decays

such as KS
0 → π+π−, Λ → pπ−(and charge conjugate), and φ → K+K−. The resonances

are reconstructed using pairs of tracker tracks that match to a common decay vertex, with a

selection similar to the one described in Ref. [15]. In Λ decays, the highest momentum track is

assumed to be the proton. A data sample collected with a minimum bias trigger is used.

We then compute the fraction of events in which these tracks are identified as a Soft Muon,

Global Muon or Tight Muon as a function of several relevant track parameters. Bin-by-bin

background subtraction is performed to determine the muon identification probability for the

CMS-PAS-MUO-10-002
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Trigger

Specialized muon triggers deployed for heavy flavor measurements
Exploit mass, vertex and momentum constraints
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Why searching for Bs,d→m+m- ?

Decays highly suppressed in SM
Forbidden at tree level
b →s(d) FCNC transitions only through 
Penguin or Box diagrams
Helicity suppressed by factors of (mm/mB)2

Standard Model predictions
B(Bs→mm)=(3.2±0.2)×10-9

B(B0→mm)=(1.0±0.1)×10-10

Sensitivity to new physics
MSSM Br proportional to (tanb)6

10

Motivation: search for new physics
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(Buras 2010)

• Decays highly suppressed in Standard Model
� effective FCNC, helicity suppression

� SM expectation:

B(B0
s
→ µ

+
µ
−) = (3.2 ± 0.2) × 10−9

B(B0 → µ
+
µ
−) = (1.0 ± 0.1) × 10−10

� Cabibbo-enhancement (|Vts| > |Vtd|)
of B0

s
→ µ+µ− over B0 → µ+µ−

only in MFV models
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Event characteristics

Signal characteristics:
Two muons from a single decay vertex
Mass compatible with Bs (or B0)
Well reconstructed secondary vertex
Dimuon momentum aligned with flight direction

Background sources:
Two semi-leptonic B decays (gluon splitting)
One semi-leptonic B decay + misidentified hadron
Rare B decays (e.g. Bs→KK, Bs→K-m+n)

11

Analysis overview

B

µ
_ µ
B

B

µ

B

_

µ

• Signal B0
s → µ+µ−

� two muons from one decay vertex
mass around mB0

s

long-lived B

well reconstructed secondary vertex
momentum aligned with flight direction

• Background
� two semileptonic (B) decays (gluon splitting)

� one semileptonic (B) decay and one misidentified hadron

� rare single B decays
peaking (B0

s → K+K−)

non-peaking (B0
s → K−µ+ν)

→ mass resolution

→ not well-reconstructed secondary vertex

→ pointing angle

⇒ High signal efficiency and high background reduction
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Key ingredients:
Good di-muon vertex, correct B mass assignment, 

momentum pointing to interaction point 
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Signal event selection

Mass window requirement:
Resolution: 36 (85) MeV in barrel (endcap)
5.3-5.45 (5.2-5.3) GeV for Bs (B0)

Selection cuts differentiated for barrel (both 
|h(m)|<1.4) and endcap region (all other m 
pairs)
Primary vertex consistent with p(B) direction
Secondary vertex fit x2/dof<1.6
Decay length and flight direction:

l3D/s(l3D)>15 (20), a3D<50 (25) mrad

Single muon and B candidate selection:
pT(m)>4.5 or 4.0 GeV, pT(B)>6.5 GeV

12
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Isolation =
pT(µ+µ−)

pT(µ+µ−) +
�

∆R<1 pT
> 75%
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Signal event selection: isolation
Relative isolation of muon pairs

Cone with DR=1 around di-muon momentum
Include all tracks with pT>0.9 GeV from same PV or 
dCA<500 mm from B vertex
Require isolation larger than 75%

Distance of closest approach of any track w.r.t. B vertex 
larger than 150 mm (endcap region only)
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Br(Bs → µ+µ−) =
N(Bs → µ+µ−)

N(B+ → J/ψK+)
fu
fs

�B
+

tot

�Bs
tot

Br(B+ → J/ψK+)
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Branching ratio calculation
Branching ratios calculated w.r.t. normalization channel B+→J/c(mm)K+

Many systematic uncertainties cancel in ratio
No need for absolute luminosity and b-quark cross section
Large B+ yield and well known branching ratio to J/cK+ (3% uncert.)
Ratio of fragmentation fractions, fu/fs, from PDG (13% uncert.)
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Background estimates

Combinatorial background:
Measured in data from B mass sidebands
Interpolate to signal region under flat-shape 
assumption

Peaking backgrounds:
B→hh backgrounds with two muons from 
misidentified hadrons
Muon mis-ID in data from Ks→pp, f→KK, 
L→pp decays
MC background samples with mis-ID 
probability from data
B0 search more affected than Bs because of 
lower mass
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Systematic uncertainties

16

Fragmentation fractions from PDG 13%
Background estimation: loosen cuts, invert isolation cut 4%
Signal acceptance: vary b-quark production processes 4%
Signal selection efficiency: cut-by-cut data/MC differences 8%
Track momentum scale: from J/c resonance 3%
Normalization selection efficiency: cut-by-cut data/MC differences 5%
Hadron tracking efficiency: from D* decays 4%
Normalization yield: vary fit functions 5%
Muon identification efficiency ratio: data/MC differences 5%
Trigger efficiency ratio: data/MC differences 3%

Total 19%
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Results with 1.1 fb-1
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Table 1: The event selection efficiencies for signal events εtot, the SM-predicted number of signal
events Nexp

signal, the expected number of combinatorial background events Nexp
comb and peaking

background events Nexp
peak, and the number of observed events Nobs in the barrel and endcap

channels for B0
s → µ+µ− and B0 → µ+µ−.

Barrel Endcap
B0 → µ+µ− B0

s → µ+µ− B0 → µ+µ− B0
s → µ+µ−

εtot (3.6 ± 0.4)× 10−3 (3.6 ± 0.4)× 10−3 (2.1 ± 0.2)× 10−3 (2.1 ± 0.2)× 10−3

Nexp
signal 0.065 ± 0.011 0.80 ± 0.16 0.025 ± 0.004 0.36 ± 0.07

Nexp
comb 0.40 ± 0.23 0.60 ± 0.35 0.53 ± 0.27 0.80 ± 0.40

Nexp
peak 0.25 ± 0.06 0.07 ± 0.02 0.16 ± 0.04 0.04 ± 0.01

Nobs 0 2 1 1

events depends on the pseudorapidity of the B candidate and ranges from 36 MeV for η ≈ 0, to
85 MeV for |η| > 1.8, as determined from simulated signal.

The reconstruction of B± → J/ψK± → µ+µ−K± (B0 → J/ψφ → µ+µ−K+K−) candidates re-
quires two oppositely-charged muons with an invariant mass in the range 3.0–3.2 GeV, which
are combined with one (two) track(s), assumed to be (a) kaon(s), fulfilling pT > 0.5 GeV and
|η| < 2.4. To ensure a well-measured trigger efficiency, the selected candidates must have
dimuon pT > 7 GeV and the two muons must bend away from each other in the magnetic field
(to avoid spurious detector-induced pair correlations). The d�ca between all pairs among the
three (four) tracks is required to be less than 1 mm. For B0 → J/ψφ candidates the two assumed
kaon tracks must have an invariant mass in the range 0.995–1.045 GeV and ∆R(K+, K−) < 0.25.
The tracks from all decay products are used in the B-vertex fit and only B candidates with an
invariant mass in the range 4.8–6.0 GeV are considered. The efficiencies of individual selection
criteria agree to better than 4% (6%) between data and MC simulation for the normalization
(control) sample. Figure 2 compares several distributions for B0 → J/ψφ candidates between
MC simulation and sideband-subtracted data.

The total efficiency for B± → J/ψK± → µ+µ−K+, including the detector acceptance, is εB+

tot =
(7.7± 0.8)× 10−4 and (2.7± 0.3)× 10−4, respectively for the barrel and endcap channels, where
statistical and systematic uncertainties are combined. The acceptance has a systematic uncer-
tainty of 4%, estimated by comparing the values obtained with different bb production mecha-
nisms (gluon splitting, flavor excitation, and flavor creation). The uncertainty on the event se-
lection efficiency for the B± → J/ψK± normalization sample is 4%, evaluated from differences
between measured and simulated B± → J/ψK± events. The uncertainty on the signal efficiency
(7.9%) is evaluated using the B0 → J/ψφ control sample. The invariant mass distributions are
fitted with a Gaussian function for the signal and an exponential (barrel) or a first-degree poly-
nomial (endcap) plus an error function for the background, as shown in Fig. 3. Applying the
same selection requirements as for the signal sample, the observed number of B± → J/ψK±

candidates in the barrel (endcap) channel is NB+

obs = 13 045 ± 652 (4450 ± 222). The uncertainty
includes a systematic term caused by fit and background parametrization effects, estimated to
be 5% from MC studies.

To quantify a possible dependence on the pileup, the efficiencies of the isolation and the flight
length significance requirements are calculated as functions of the number of reconstructed
primary vertices. No dependence is observed for events with up to 12 primary vertices for the

2 cand.

no cand.

1 cand.
1 cand.

Consistent with expectation 
from background and SM signal 
in all four channels

Decay Expected (95% CL) Observed (95% CL) Background-only p value

Bs→m+m- 1.8×10-8 1.9×10-8 11% (1.2s)

B0→m+m- 4.8×10-8 4.6×10-9 40% (0.3s)

arXiv:1107.5834
Accepted by PRL

http://arxiv.org/abs/1107.5834
http://arxiv.org/abs/1107.5834
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Candidate event

18
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CMS+LHCb combination
LHCb analysis released at EPS 2011, based on 370 pb-1

Upper limit = 1.6×10-9 at 95% CL (1.5×10-9 combining with 2010 result)
CMS and LHCb upper limits combined

Using recent LHCb fs/fu value (8% uncert.)
• Assumed 100% correlated between 48 LHCb bins and 2 CMS bins 

for signal expectation
p-value for background only = 8%
p-value for background+signal = 57%
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Figure 17: Constraints from BR(Bs → µ+µ−) and the double ratio R in the CMSSM parameter
planes (mt̃1 , tan β) in the hypothetical case of a SM-like measurement (lower panel) and with
the current experimental limits (upper panel). In the left panel the allowed points in green are
displayed in the background while in the right panel they are in foreground.

value |Vub| = 3.42 [34] and fBs = 250 MeV [29]. To compare these two cases we take an example
in the CMSSM scenario with tan β = 40 and A0 = 0. The results are presented in Fig. 16. As
can be seen, in the most constraining case, the exclusion limits are greatly increased while in
the least constraining case the results are only slightly changed. This shows that the analysis
in the previous subsections does not correspond to a particularly optimistic choice of the input
parameters.

Finally we discuss the effect of a hypothetical measurement of BR(Bs → µ+µ−) at the SM
value (3.5± 0.3)× 10−9. Fig. 17 shows the obtained impact in the CMSSM plane (mt̃1 , tan β)
with all the parameters being varied in the intervals given in section 4.1. For comparison, the
same parameter plane with the current experimental limits is also provided. As can be seen,
almost no scenario with tan β �> 45 remains viable regardless of the other parameters in the
case of a SM-like discovery, and the parameter space of the CMSSM becomes very restricted.
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Implications on new physics
Relevant impact on various SUSY scenarios at large tanb

For large tanb (50) can extend limits from direct searches in some SUSY models

20

Figure 4: Constraints from BR(Bs → µ+µ−) and the double ratio R in the NUHM plane
(mA, tan β). The colour coding is explained in section 4.1.

not displayed on the x-axis and the y-axis.
In order to show the viable parameter space of the SUSY scenario under investigation,

in all the figures we introduce a colour coding which is applied sequentially. Areas which are
disallowed theoretically are in white. Next, the points which are disallowed phenomenologically
are plotted, which are those with a charged LSP (in violet) and those which are excluded by the
direct searches for Higgs bosons (in black). In this way, these points lie in the background. On
top of them, the points excluded by the double ratio R (in orange) are displayed, superseded
by the points excluded by BR(Bs → µ+µ−) (in yellow). Finally the allowed points (in green)
are shown in the foreground.

These indirect constraints on the CMSSM parameter space from BR(Bs → µ+µ−) are
competitive with the direct constraints from searches for squarks and gluinos by ATLAS and
CMS [52]. As expected, one can see strong constraints on small mA and large tan β values. At
large tanβ (� 30), these constraints are stronger than those obtained from BR(B → Xsγ) [3].

In order to better quantify the impact of BR(Bs → µ+µ−) and R, we show in Fig. 3 the
constraints for fixed values of tan β (=30, 40 and 50) and A0 = 0. One striking result here
is that the double ratio, being a combination of four different flavour observables, extends
impressively the constraints obtained by BR(Bs → µ+µ−) alone, as was pointed out in [19].
Also, for tan β = 50, the constraints from the flavour observables go far beyond the direct
search limits by the ATLAS and CMS collaborations for the same scenario.

4.2 NUHM

The second model we consider involves non-universal Higgs masses (NUHM) [53]. This model
generalizes the CMSSM, allowing for the GUT scale mass parameters of the Higgs doublets
to have values different from m0, i.e. mH1 �= mH2 �= m0. These two additional parameters

9
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value |Vub| = 3.42 [34] and fBs = 250 MeV [29]. To compare these two cases we take an example
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can be seen, in the most constraining case, the exclusion limits are greatly increased while in
the least constraining case the results are only slightly changed. This shows that the analysis
in the previous subsections does not correspond to a particularly optimistic choice of the input
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Finally we discuss the effect of a hypothetical measurement of BR(Bs → µ+µ−) at the SM
value (3.5± 0.3)× 10−9. Fig. 17 shows the obtained impact in the CMSSM plane (mt̃1 , tan β)
with all the parameters being varied in the intervals given in section 4.1. For comparison, the
same parameter plane with the current experimental limits is also provided. As can be seen,
almost no scenario with tan β �> 45 remains viable regardless of the other parameters in the
case of a SM-like discovery, and the parameter space of the CMSSM becomes very restricted.
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Current limits biting 
in the high tanb region (>50)

Observation of SM branching
would exclude tanb>45 in CMSSM

Many other
global fitters
available...

Frédéric Ronga – Implications of LHC results – September 1, 2011

Heavy Higgs
• LHC 2011 MET searches, Bs → µµ, H → ττ
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Closing fast?
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Figure 19: Required luminosity in order to provide a 3σ evidence (orange) or a 5σ discovery
(green) of a given BR(Bs → µ+µ−) for LHCb and CMS combined. The luminosity is expressed
in terms of the luminosity used in [13], (0.34 fb−1 for LHCb and 1.14 fb−1 for CMS).

study we conclude that the SM prediction for BR(Bs → µ+µ−) is likely to be probed during
the operation of the LHC at

√
s = 7 TeV (i.e. before the end of the year 2012). If ATLAS

can manage to obtain sensitivity to BR(Bs → µ+µ−) which is comparable to that of CMS,
then even a 5σ discovery for a SM-like BR(Bs → µ+µ−) would be possible during the run at√
s = 7 TeV. However, from pre-LHC MC studies in Ref. [63] the sensitivity of ATLAS was

found to be inferior to that of CMS. If experimental evidence of Bs → µ+µ− is achieved at the
LHC, the double ratio in eq. (4) would be measured for the first time. Moreover, limits on the
ratio BR(Bd → µ+µ−)/BR(Bs → µ+µ−) (which is a very interesting test of Minimal Flavour
Violation) would also be set. If BR(Bs → µ+µ−) is much smaller than the SM prediction (as
can happen for example in the MSSM [64] and NMSSM), values down to O(5× 10−10) can still
be discovered with an upgrade of the LHCb.

5.3 NP discovery with Bs → µ+µ−

In section 5.2 we discussed the luminosity needed for discovery of Bs → µ+µ− . However, a
measurement of Bs → µ+µ− with a branching ratio larger than the SM prediction does not
necessarily mean a New Physics (NP) discovery. In such a case, the compatibility with the
SM prediction has to be computed. Fig. 20 is the equivalent of Fig. 19 but with the SM
rate for BR(Bs → µ+µ−) being considered as a background, and the signal corresponds to
the NP contribution to BR(Bs → µ+µ−). We can see that for the same luminosity needed
for a 3σ evidence of a SM-like signal, the LHC could alternatively claim NP at 3σ if the NP
contribution is of the order of 4 − 5 × 10−9, i.e, if the actual BR(Bs → µ+µ−) is O(8×10−9).
Finally, with the current uncertainties in fd/fs (7.9%) and in the SM prediction (8%), only
values of BR(Bs → µ+µ−) that are at least 33%(55)% larger than the SM prediction can allow
exclusion of a SM-like rate at 3(5)σ.
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Figure 18: Required luminosity in order to provide a 3σ evidence (orange) or a 5σ discovery

(green) of a given BR(Bs → µ+µ−
) on the left for LHCb and on the right for CMS.

which is close to a 3σ deviation. Note that this is approximately the same signal significance

that CDF obtains alone. This approximate study leads to the following averaged branching

ratio:

BR(Bs → µ+µ−
)CDF+LHC ≈ 6

+5
−3 × 10

−9 . (14)

However, at the time of writing this paper, this kind of combination has not been performed

officially.

5.2 Sensitivity to BR(Bs → µ+µ−
) at the LHC

We perform a toy MC study in order to determine how much luminosity is needed to obtain

evidence for Bs → µ+µ−
at the LHC. For this, we scale the signal and background expectations

accordingly with the increase of luminosity. Fig. 18 shows the integrated luminosity that is

needed in order to obtain a 3(5) σ evidence (discovery) of a given BR(Bs → µ+µ−
) in either

LHCb or CMS.

Assuming that the ratio of luminosities between CMS and LHCb remains at the value of

the current analysis (i.e. CMS takes approximately four times more data than LHCb over

the same period of time), we show in Fig. 19 the integrated luminosity scale factor (with

respect to the amount of data used in [13]) that would be needed for the discovery of a given

BR(Bs → µ+µ−
) in the case of a CMS+LHCb combination. The width of the bands reflects

possible scenarios for the evolution of the systematic uncertainties, where the lower side assumes

negligible systematics and the upper side assumes that the systematics do not get reduced

with time. It can be seen that with 6-8 times more luminosity than that used in Ref. [13]

a CMS+LHCb combination could provide evidence at the 3σ level for BR(Bs → µ+µ−
) of

the SM. This corresponds to between 2 and 3 fb
−1

for LHCb and between 7 and 10 fb
−1

for

CMS. As the sensitivity of CMS is equivalent to that of LHCb for four times more luminosity,

a scenario in which CMS takes up to 14 fb
−1

and LHCb takes 2 fb
−1

would afford equal

sensitivity as a combination of CMS with 10 fb
−1

and LHCb with 3 fb
−1

. From this toy MC
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CMS+LHCb

Simple scaling of current limits with no 
improvement in sensitivity!

SM branching ratio within reach by early 2012
Improved sensitivity may be expected by replacing cut&count with MV analysis

2-3 fb-1 @LHCb
7-10 fb-1 @CMS

Akeroyd et al.
arXiv:1108.3018

5-7 times EPS11 luminosity needed for 
3s exclusion of SM prediction with 
CMS+LHCb combination 
(4.3 fb-1 already on tape!)
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1. CMS detector performance
2. Search for rare B decays
3. B quark production
4. Outlook
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B-quark production at LHC

Excellent test bench for perturbative QCD and Monte Carlo models
Tensions between data and theory gradually resolved at hadron 
colliders with lower c.o.m. energy (Tevatron, HERA)
Measurements at LHC have smaller uncertainties than NLO QCD 
predictions

B-quark jets are a frequent background to searches for new 
physics

Rate and dynamics of b-quark production needs to be well measured 
and reproduced by MC tools
Topology of final-state b quarks (e.g. collinear vs. back-to-back 
production) relevant for designing SM rejection tools for physics 
searches

CMS detector is well suited for b-quark production measurements, 
thanks to its excellent tracking, vertexing and muon identification, 
combined with a flexible trigger system
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Production processes in p-p

24

2→2 processes:
Flavour creation: gluon fusion and qq annihilation

2→3 processes:
Flavour Excitation: bb from the proton sea, only one 
b participates to the hard scatter, asymmetric 
transverse momentum for the two b-quarks
Gluon splitting: g→ bb in initial or final state, b at 
low pT and close in the azimuthal angle (Δφ)
Real and virtual corrections to Flavour creation
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Giulia Zanderighi ! Inclusive b-jet production: what to measure? /26

NLO decomposition of b-jet spectrum

6

��LO (FCR) nearly always smaller than NLO channels (GSP,FEX)

 ⇒ large K-factors and uncertainties both with MCFM and MC@NLO 

Why are higher order channels so large?

FCR

2 to 3 processes dominant at the LHC!
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NLO heavy quark production mechanisms
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At LO:
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B-quark identification

Identification with semi-leptonic decay into muons
Low momentum (3 GeV) single-muon trigger thresholds at CMS startup
Probe inclusive beauty production at low momentum
Both single and di-muon final states measured

Secondary vertex identification
Exploit high precision of pixel tracker and long B hadrons lifetimes
Efficient secondary vertex reconstruction for ETjet>20 GeV
Excellent for b-jet studies at larger momenta
Angular correlation studies with inclusive secondary vertices

Fully reconstructed B-hadron decays
Utilize J/c+X decay channels with J/c→m+m-

B+→J/cK+, B0→J/cKs, Bs→J/cf differential cross sections

25
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Semileptonic decays
Exploit kinematics of semi-leptonic decay due to heavy quark mass

Muon transverse momentum w.r.t. jet on average larger for b-quark
Fraction of events with b-decays extracted from a fit with simulated pTrel templates

26
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Figure 1: (a) Distribution of the muon transverse momentum prel

⊥ with respect to the closest

track jet in MC simulation. (b) prel

⊥ distribution in data and results of the maximum likelihood

fit. The red dashed and the blue dotted line are the b- and cudsg-templates, respectively. The

black full circles correspond to the data distribution, while the black line is the result of the

fitting procedure.

binning in muon transverse momentum or pseudorapidity) and for each bin in muon trans-

verse momentum and pseudorapidity. Since the shape of the prel

⊥ distribution in cc- and light-

quark/gluon (udsg) events cannot be distinguished by the fit, the two background compo-

nents are combined and a fit discriminating the signal component against a single background

component is implemented. The c-background template is determined from MC simulation.

The template of the udsg background is dominated by hadrons misidentified as muons (fake

muons, mostly from hadron in-flight decays) and is determined in data with the hadron spec-

trum and the muon fake probability. Hadrons satisfying all muon track selection criteria (ex-

cept for muon identification) are weighed with the muon fake probability and used instead of

muons to determine the prel

⊥ template. The muon fake probability is taken from MC simulation,

as the current data sample size does not allow a precise determination of this quantity.

The fit finds the scale factor αb between the number of selected b-events in data and the number

of selected b-events in the MC simulated event sample, i.e.,

Ndata

b = αb · NMC

b .

The result of the fit in the full sample is displayed in Fig. 1 (b). Extensive tests to validate the

fitting procedure were performed [28] with repeated fits of MC pseudo-experiments obtained

by appropriate random variations. A satisfactory performance of the fit was observed: the fit

result does not show a significant bias and the errors are properly calculated by the fitter. The

stability of the fit was successfully tested by performing repeated fits with varied binning.

Trigger: pTm>3 GeV
Offline: pTm>6 GeV

|hm|<2.1
12 hits in Tracker

|z0|<20cm

Tracks 
with pT>300 MeV

clustered
with anti-kT, R=-0.5

ETjet>1 GeV
(excluding muon)

B-hadron
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Differential cross sections

27

5

5 Results
The inclusive b-quark production cross section σ is calculated according to

σ ≡ σ(pp → b + X → µ + X�, pµ
⊥ > 6 GeV, |ηµ| < 2.1) =

Ndata
b
L ε

.

The efficiency ε includes the trigger efficiency (82 %), the muon reconstruction efficiency (97 %),
and the efficiency for associating a track jet to the reconstructed muon (77 %). The trigger
efficiency is determined from data, the other two efficiencies are taken from MC simulation.

The result of the inclusive b-quark production cross section within the kinematic range is

σ = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

The systematic error is discussed in the following section. For comparison, the inclusive b-
quark production cross section predicted by PYTHIA and MC@NLO are:

σPYTHIA = 1.8 µb,
σMC@NLO = [0.84+0.36

−0.19(scale)± 0.08(mb)± 0.04(pdf)] µb.

The error for MC@NLO is obtained by changing the QCD renormalization and factorization
scales independently from half to twice their default values within a ‘fiducial’ volume as in
Ref. [29]. The massive HERWIG calculation agrees with the MC@NLO prediction within the
theorectical uncertainties.

The results of the differential b-quark production cross section as a function of the muon trans-
verse momentum and of the pseudorapidity are shown in Fig. 2 and summarized in Tables 1
and 2. The templates for the fraction fit are determined separately for each bin. While the prel

⊥
distributions are similar in all bins of muon pseudorapidity, a shift to higher prel

⊥ values is ob-
served in the bins corresponding to higher muon transverse momenta. The differential cross
section is calculated from

dσ(pp → b + X → µ + X�)
dx

����
bin i

=
Ni,data

b
L εi ∆xi ,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi de-
notes the width of bin i. The number Ni,data

b of selected b events in data and the efficiency ε i are
determined separately for each bin. The integral of the differential cross section is consistent
with the cross section determined for the full sample.

6 Systematics
The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.

(mF=mR=pT)

Measured visible cross section

MC@NLO: larger discrepancies at low pTm and central region
Experimental uncertainties (15-20%) dominated by modeling of fake muons and underlying event
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Figure 2. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV). The two possible muon charges are not distinguished;

the cross section includes the process pp → b̄ + X → µ + X �. The black points are the CMS

measurements. Vertical error bars showing the statistical error are smaller than the point size in

most bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum

of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity

measurement is not included. The solid blue line shows the mc@nlo result and the dashed blue

lines illustrate the theoretical uncertainty as described in the text. The solid red line with markers

shows the pythia result.
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Figure 3. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV) divided by their mc@nlo predictions. The two possible

muon charges are not distinguished; the cross section includes the process pp→ b̄ + X → µ + X �.

The black points are the CMS measurements. Vertical error bars showing the statistical error are

smaller than the point size in most bins, the horizontal bars indicate the bin width. The yellow band

shows the quadratic sum of statistical and systematic uncertainties. The systematic uncertainty

(11%) of the luminosity measurement is not included. Superimposed are the FONLL result (black

dotted line) with uncertainties (hatched band), the CASCADE result (green, dashed line) and the

pythia result (red line with markers), divided by the mc@nlo cross section.
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(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV). The two possible muon charges are not distinguished;

the cross section includes the process pp → b̄ + X → µ + X �. The black points are the CMS

measurements. Vertical error bars showing the statistical error are smaller than the point size in

most bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum

of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity

measurement is not included. The solid blue line shows the mc@nlo result and the dashed blue

lines illustrate the theoretical uncertainty as described in the text. The solid red line with markers

shows the pythia result.
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dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV) divided by their mc@nlo predictions. The two possible

muon charges are not distinguished; the cross section includes the process pp→ b̄ + X → µ + X �.

The black points are the CMS measurements. Vertical error bars showing the statistical error are

smaller than the point size in most bins, the horizontal bars indicate the bin width. The yellow band

shows the quadratic sum of statistical and systematic uncertainties. The systematic uncertainty

(11%) of the luminosity measurement is not included. Superimposed are the FONLL result (black

dotted line) with uncertainties (hatched band), the CASCADE result (green, dashed line) and the

pythia result (red line with markers), divided by the mc@nlo cross section.
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At the present stage of the CMS experiment, the integrated luminosity recorded is
known with an accuracy of 11% [37].

Table 1 summarizes the systematic uncertainties.

6 Results

The inclusive production cross section for b quarks decaying into muons is calculated as

σ ≡ σ(pp→ b + X → µ + X �) =
Nb

L ε
,

where Nb is the number of selected b events in data. No distinction is made between
positive and negative muons; Nb includes the process pp→ b̄+X → µ+X �. The efficiency
ε includes the trigger efficiency, (88± 5)%, the muon reconstruction efficiency, (94± 3)%,
and the efficiency for associating a track-jet to the reconstructed muon, (77± 8)%.

The result of the inclusive production cross section for b quarks decaying into muons
within the kinematic range pµ

T
> 6 GeV and |ηµ| < 2.1 is

σ = 1.32± 0.01(stat)± 0.30(syst)± 0.15(lumi)µb,

where the first uncertainty is statistical, the second is systematic, and the third is associated
with the estimation of the integrated luminosity. For comparison, the inclusive b-quark
production cross section predicted by mc@nlo is

σMC@NLO = 0.95+0.41

−0.21
(scale)± 0.09(mb)± 0.05(pdf)µb,

where the first uncertainty is due to variations in the QCD scale, the second to the b-quark
mass, and the third to the parton distribution function. The value of the scale uncertainty
is obtained by varying the QCD renormalization and factorization scales as described in
ref. [7]. The b-quark mass was varied between 4.5 GeV and 5.0 GeV and the uncertainty
induced by the parton distribution function was evaluated using the eigenvector sets as
described in ref. [26]. The pythia prediction using the parameters described in section 3
is 1.9 µb.

The differential cross section is calculated from

dσ(pp→ b + X → µ + X �)
dx

����
bin i

=
N i

b

L εi ∆xi
,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi

denotes the width of bin i. The number N i
b

of selected b events in data and the efficiency
εi are determined separately for each bin.

The results of the differential b-quark production cross section as a function of the
muon transverse momentum and pseudorapidity are shown in figure 2 and summarized in
table 2. The data lie between the pythia and the mc@nlo predictions. The observed
shapes of the kinematic distributions are described reasonably well by both programs. The
integral of the differential cross section is consistent with the cross section determined from
the full sample.
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σ ≡ σ(pp→ b + X → µ + X �) =
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,

where Nb is the number of selected b events in data. No distinction is made between
positive and negative muons; Nb includes the process pp→ b̄+X → µ+X �. The efficiency
ε includes the trigger efficiency, (88± 5)%, the muon reconstruction efficiency, (94± 3)%,
and the efficiency for associating a track-jet to the reconstructed muon, (77± 8)%.

The result of the inclusive production cross section for b quarks decaying into muons
within the kinematic range pµ

T
> 6 GeV and |ηµ| < 2.1 is

σ = 1.32± 0.01(stat)± 0.30(syst)± 0.15(lumi)µb,

where the first uncertainty is statistical, the second is systematic, and the third is associated
with the estimation of the integrated luminosity. For comparison, the inclusive b-quark
production cross section predicted by mc@nlo is

σMC@NLO = 0.95+0.41

−0.21
(scale)± 0.09(mb)± 0.05(pdf)µb,

where the first uncertainty is due to variations in the QCD scale, the second to the b-quark
mass, and the third to the parton distribution function. The value of the scale uncertainty
is obtained by varying the QCD renormalization and factorization scales as described in
ref. [7]. The b-quark mass was varied between 4.5 GeV and 5.0 GeV and the uncertainty
induced by the parton distribution function was evaluated using the eigenvector sets as
described in ref. [26]. The pythia prediction using the parameters described in section 3
is 1.9 µb.

The differential cross section is calculated from

dσ(pp→ b + X → µ + X �)
dx

����
bin i

=
N i

b

L εi ∆xi
,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi

denotes the width of bin i. The number N i
b

of selected b events in data and the efficiency
εi are determined separately for each bin.

The results of the differential b-quark production cross section as a function of the
muon transverse momentum and pseudorapidity are shown in figure 2 and summarized in
table 2. The data lie between the pythia and the mc@nlo predictions. The observed
shapes of the kinematic distributions are described reasonably well by both programs. The
integral of the differential cross section is consistent with the cross section determined from
the full sample.
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Template Fraction (%)
BB 65.10 ± 0.30
CC 11.54 ± 0.60
BC 5.06 ± 0.10
PP 1.34 ± 0.30
DD 6.85 ± 1.17
BD 5.48 ± 0.10
CD 4.63 ± 0.83

Table 3: Results of the fit using a BC, BD and CD constrained likelihood on data.
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result, which is added to the systematic uncertainty.

In addition to the constraints on the BD, BC, CD components, the 2D fit neglects the com-
ponents mixing prompt and non-prompt muons (BP, CP, DP). These assumption have been
probed by performing a fit to the unidimensional dxy distribution on data using the B, C, P, D
templates in Fig. 1 and comparing the results with the single µ components that can be inferred
from the result of the 2D fit. The associated systematic uncertainty, taken as the difference
between the prediction and the results of the 1D fit, is 0.8%.

The total systematic uncertainty related to the fit methos is therefore 4.7%.

7.3 Uncertainties related to the measurement of the efficiency

The method used to compute the efficiency has been widely described in the previuos section.
The statistical uncertainty of the result of Tag & Probe, which amounts to 7.5%, is taken as
systematic uncertainty and is propagated to the final resul. A discrepancy is observed in the
invariant mass distribution between data and simulation. This difference is conservatively
attributed to the bb̄ signal events, extrapolated in the invariant mass regions excluded in the
analysis and estimated to account for another 3.4% systematic uncertainty.

The total systematic uncertainty related to the the measurement of the efficiency is therefore
8.3%.

7.4 Total systematic uncertainties

The systematic uncertainties due to the analysis technique sum up to 10.8%. The last source of
systematic to be considered is related to the integrated luminosity. It is measured with with Van
der Meer scans [20], which determine the size of the colliding beams and thus the luminosity
with minimal reliance on simulation, with ∼ 4% precision. The total systematic uncertainty is
therefore 11.4%.

All the contributions to the systematic error are summarized in Table 6.

Table 6: Total systematic uncertainties
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

Template shapes 5.1
Fit method 4.7

Efficiencies and normalization 8.3
L 4.0

Total systematic uncertainty 11.4

8 Results and comparison with QCD predictions
The cross section within the accepted range is computed from the observed number of events
Nµµ, the average efficiency for the trigger, muon identification and event selection ε, the inte-
grated luminosity L, and the fraction of signal events in the dimuon sample fBB according to
the relation:

σ(pp → bb̄X → µµY, p1,2
T > 4 GeV, |η1,2| < 2.1) =

Nµµ · fBB

ε · L . (4)

By applying equation 4 we compute the final cross section as

σ(pp → bbX → µµY) = 26.18 ± 0.14 (stat.) ± 2.82 (syst.) ± 1.05 (lumi.) nb. (5)
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The cross section predicted by the Pythia simulation can be easily computed by taking the ratio
between the number of generated signal events and the integrated luminosity of the sample; it
is 48.2 ± 0.1 nb, where the error is statistical only. The fact that Pythia predicts a cross section
value higher than the one measured in data has also been noticed in previous analyses [8], and
is confirmed by our present findings.

The next-to-leading-order event generator MC@NLO has been used to estimate the NLO QCD
prediction for this measurement, using CTEQ6.6 PDF set and b-quark mass mb = 4.75 GeV; it
has been interfaced to Herwig for the parton hadronization and decays. The systematic uncer-
tainty for this prediction has been obtained by varying the b-quark mass between 4.5 GeV and
5 GeV and by changing the PDF used to the MSTW2008 set. The value of the scale uncertainty
is obtained by varying the QCD renormalization and factorization scales as described in ref. [8].

The predicted cross section is

σMC@NLO(pp → bbX → µµY) = 19.95 ± 0.46 (stat.) +4.68
−4.33 (syst.) nb. (6)

9 Conclusion
A measurement of the inclusive cross section for the process pp → bbX → µµY at

√
s = 7 TeV

was presented, based on an integrated luminosity of 27.9 pb−1 collected by the CMS detec-
tor at the CERN LHC collider. Selecting pairs of muons with transverse momentum pT > 4
GeV and pseudorapidity |η| < 2.1, the value σ(pp → bbX → µµY) = 26.18 ± 0.14 (stat.) ±
2.82 (syst.) ± 1.05 (lumi.) nb is obtained with a impact parameter fit technique. The result is
consistent with the NLO QCD expectations.
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B jet with secondary vertices
By tagging B jets the cross section measurement can be extended to large 
transverse momenta

Exploit secondary vertex (SV) reconstruction with silicon pixel detector
50-60% tagging efficiency for pT=100 GeV with 0.1% background contamination

Different systematic uncertainties w.r.t. semi-leptonic decays
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.
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In the second method the b-tagging efficiency �b as well as the mistag rates for light flavor �l
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B jets: results

Experimental uncertainties (~20%) 
dominated by b-tagging efficiency and jet 
energy scale
MC@NLO uncertainties dominated by 
scale variations (+40%,-25%) and b-quark 
mass (+17%,-14%)

30

8 5 Conclusion

factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.

Fitting the measured ratio of data to Pythia in the phase space window 30 < pT < 150 GeV
and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
where the systematic uncertainty is a weighted average over all the bins contributing to the
fit. The fit has χ2/NDF = 43.4/47. Repeating the same fit for the ratio between reconstructed
MC and generator-level MC results in a scale factor of 1.009 ± 0.005 with χ2/NDF = 246/46,
confirming good closure of the analysis chain. Finally, the NLO/MC global scale factor is
1.04 ± 0.05.

The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
CTEQ PDF variations (+10%, −6%), and from the choice of b-quark mass between 4.5 GeV
and 5.0 GeV (+17%,−14%). The dominant scale uncertainty is overlaid as an uncertainty band
around the MC@NLO prediction in Figs. 7(b) and 8.
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Figure 7: Measured b-jet cross section compared to the MC@NLO calculation, overlaid (left)
and as a ratio (right). The Pythia prediction is also shown, for comparison.

5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.
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5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.
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cross section corrected for the extrapolation factor APYTHIA
µ is what is plotted in Figure 4. The

extrapolation factor corrects for the branching fraction of b semileptonic decays into muons
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B jets with muons
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Figure 2: Differential b-jet cross section dσ
dpT

for |y| < 2.4, pµ
T > 9 GeV and |ηµ| < 2.4 (left) and

dσ
d|y| for pT > 30 GeV, pµ

T > 9 GeV and |ηµ| < 2.4 (right). The points with error bars are the CMS
measurements. The error bars correspond to the statistical and systematic uncertainties added
in quadrature. The overall uncertainty of 4% for the luminosity is not shown. The measured
cross section (points) is compared with Monte Carlo prediction of PYTHIA (red histogram) and
MC@NLO (blue histogram). The dashed blue lines illustrate the MC@NLO uncertainty due to
variations in the QCD scale, the b-quark mass, and the parton distribution function.
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to the prediction of MC@NLO (dots with error bars). The PYTHIA cross section to MC@NLO
cross section ratio is shown by the red solid line. The MC@NLO theoretical uncertainties range
is illustrated by the blue dashed lines below and above the MC@NLO central value (blue solid
line). The uncertainty is due to variations in the QCD scale, the b-quark mass, and the parton
distribution function. The measured cross sections and the predicted ones are those shown in
Figure 2.

cross section corrected for the extrapolation factor APYTHIA
µ is what is plotted in Figure 4. The

extrapolation factor corrects for the branching fraction of b semileptonic decays into muons

Particle Flow jets
R=0.5

ETjet>30 GeV
|y|<2.4

Independent method with muon trigger and SV tagged jets
B fraction=(86±5)%, from muon pTrel fit 
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Table 2: Differential cross sections dσ
dpT

for |y| < 2.4 in bins of b-jet transverse momentum and
dσ

d|y| for pT > 30 GeV in bins of b-jet rapidity. The number of b events determined by the prel
T fit,

the b efficiency ε, extrapolation factor APYTHIA
µ and the differential cross section, together with

its relative statistical and systematic uncertainties, are given. A common uncertainty on the
luminosity of 4% is not included. The cross section is calculated using PYTHIA extrapolation
factor APYTHIA

µ .

dpT Nb ε APYTHIA
µ AMC@NLO

µ dσ/dpT stat syst
[GeV] [nb/GeV] (%) (%)
30–50 69324 ± 283 0.296 0.043 ± 0.001 0.053 90.0 0.4 18
50–70 18270 ± 147 0.316 0.075 ± 0.001 0.093 12.7 0.7 21
70–90 6074 ± 84 0.307 0.120 ± 0.003 0.122 2.72 1.2 24
90–140 3547 ± 63 0.308 0.148 ± 0.009 0.160 0.514 1.6 25
140–200 648 ± 26 0.301 0.199 ± 0.021 0.205 0.060 3.9 28
|yb| Nb ε APYTHIA

µ AMC@NLO
µ dσ/d|y| stat syst

[nb] (%) (%)
(0.,0.3) 18536 ± 146 0.343 0.048 ± 0.002 0.063 1234 0.7 20
(0.3,0.6) 18897 ± 149 0.373 0.048 ± 0.002 0.062 1153 0.7 20
(0.6,0.9) 17195 ± 142 0.345 0.048 ± 0.002 0.064 1150 0.7 20
(0.9,1.2) 12183 ± 118 0.265 0.048 ± 0.002 0.064 1060 0.9 20
(1.2,1.5) 11533 ± 117 0.298 0.048 ± 0.003 0.062 892 0.9 20
(1.5,1.8) 9839 ± 108 0.292 0.047 ± 0.003 0.062 795 0.9 19
(1.8,2.1) 6938 ± 91 0.243 0.045 ± 0.003 0.061 702 1.1 20
(2.1,2.4) 2071 ± 49 0.098 0.041 ± 0.003 0.053 566 2.1 20

and for the muon acceptance. For the sake of comparison we quote also the extrapolation factor
of MC@NLO as AMC@NLO

µ . The MC@NLO prediction is calculated with the extrapolation factor
AMC@NLO

µ . There is a substantial difference between the PYTHIA and the MC@NLO extrapolation
factors at low b-jet pT. The result of the inclusive b-jet production cross section extrapolated to
the full kinematic range of muons (for jets with pT > 30 GeV and |y| < 2.4) is

σ(pp → b + X) = 2.14 ± 0.01(stat)± 0.41(syst)± 0.09(lumi) µb,

where the first uncertainty is statistical, the second is systematic, and the third is associated
with the estimation of the integrated luminosity. The corresponding inclusive b-jet production
cross section predicted by MC@NLO is

σMC@NLO = 1.83+0.64
−0.42(scale)± 0.05(mb)± 0.08(pdf) µb,

where the first uncertainty is due to variations in the QCD scale, the second due to the b-quark
mass, and the third due to the parton distribution function. The PYTHIA prediction is 3.27 µb.

6 Conclusions
The inclusive production cross section of b-jets has been measured by CMS with 3.0 pb−1 of
integrated luminosity of pp data collected in 2010 at

√
s = 7 TeV. The b purity of the selected

events is 86%. We present the inclusive b production cross section as a function of b-jet trans-
verse momentum and rapidity. The measurement is done for b-quarks decaying into muons in
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Figure 1: Projections of the fit results in MB (left) and ct (right) for pB

T
> 5 GeV and

��yB
�� < 2.4.

The curves in each plot are the sum of all contributions (solid blue line); signal (dashed red);

prompt J/ψ (dotted green); and the sum of non-prompt J/ψ, peaking bb̄, and J/ψπ+
(dot-dashed

brown). For better visibility of the individual contributions, the MB plot includes a requirement

of ct > 100 µm.

world-average value of 491 ± 9 µm [20]. With the effective lifetime for signal and non-prompt

background fixed, the resolution function parameters are then determined separately in each

bin of pB

T
and

��yB
��. Finally, with all ct resolution and background lifetime parameters fixed, the

signal and background yields are fitted in each bin, together with the parameters describing

the shape of the prompt and non-prompt J/ψ components in MB.

Several studies have verified the accuracy and robustness of the fit strategy. A set of 400 pseu-

doexperiments was performed where signal and background events were generated randomly

from the PDFs in each bin. No biases were observed on the yields, and the fit uncertainties

were also seen to be estimated properly. Having established that the nominal fit procedure is

free of inherent biases, other potential biases caused by residual correlations between MB and

ct were studied by mixing together fully simulated signal and background events to produce

100 pseudoexperiments. Again, no significant evidence of bias in the signal yield was found.

The observed deviations (a few percent) between fitted and generated yields are taken as the

systematic uncertainty due to potential biases in the fit method.

Table 1 summarizes the fitted signal yield in each bin of pB

T
and

��yB
��, while Fig. 1 shows the fit

projections for MB and ct from the inclusive sample with pB

T
> 5 GeV and

��yB
�� < 2.4. The total

number of signal events is 912 ± 47, where the error is statistical only.

The differential cross sections for B
+

production as a function of pB

T
and yB

(averaged for posi-

tive and negative rapidities) are defined as

dσ(pp → B
+X)

dpB

T

=
nsig(pB

T
)

2 �(pB

T
)B L∆pB

T

,
dσ(pp → B

+X)
dyB

=
nsig(

��yB
��)

2 �(|yB|)B L∆yB
, (2)

where nsig(pB

T
) and nsig(

��yB
��) are the fitted signal yields in the given bin, �(pB

T
) and �(

��yB
��) are

the efficiencies in each bin for a B
+

meson produced with pB

T
> 5 GeV and

��yB
�� < 2.4 to pass all

the selection criteria, ∆pB

T
is the bin size in pB

T
, and ∆yB = 2 ∆

��yB
�� is the bin size in yB

. The total

branching fraction B is the product of the individual branching fractions B(B+ → J/ψ K
+) =

(1.014 ± 0.034)× 10
−3

and B(J/ψ → µ+µ−) = (5.93 ± 0.06)× 10
−2

[20]. The factor of two in

the denominator of Eq. 2 takes into account the choice of quoting the cross section for a single

charge (taken to be B
+

), while nsig includes both charge states. All efficiencies, �(pB

T
) or �(

��yB
��),

pTB>5 GeV
|yB|<2.4

Signal extracted from simultaneous fit to invariant mass and 
lifetime distributions

3

Table 1: Bin ranges for pB
T and

��yB
��, signal yields nsig, efficiencies �, and measured differential

cross sections dσ/dpB
T and dσ/dyB, compared to the MC@NLO [27] and PYTHIA predictions.

The uncertainties in the measured cross sections are statistical and systematic, respectively,
excluding the common branching fraction (3.5%) and luminosity (11%) uncertainties. The last
range of pB

T is unbounded, so it is quoted as an integrated cross section in µb for pB
T > 30 GeV.

pB
T (GeV) nsig � (%) dσ/dpB

T (µb/GeV) MC@NLO PYTHIA

5–10 223 ± 26 1.56 ± 0.02 4.07 ± 0.47 ± 0.31 2.76+1.09
−0.62 4.92

10–13 236 ± 21 7.62 ± 0.11 1.47 ± 0.13 ± 0.09 0.88+0.23
−0.19 2.07

13–17 169 ± 17 14.6 ± 0.2 0.412 ± 0.041 ± 0.026 0.37+0.04
−0.07 0.81

17–24 207 ± 17 23.3 ± 0.6 0.181 ± 0.015 ± 0.012 0.12+0.04
−0.04 0.22

24–30 56 ± 9 31.9 ± 1.5 0.042 ± 0.007 ± 0.004 0.035+0.020
−0.003 0.06

> 30 44 ± 8 33.4 ± 2.0 0.188 ± 0.034 ± 0.018 0.15+0.07
−0.01 0.20

��yB
�� nsig � (%) dσ/dyB (µb) MC@NLO PYTHIA

0.00–0.60 187 ± 17 3.01 ± 0.06 7.39 ± 0.65 ± 0.53 4.45+1.51
−0.99 8.9

0.60–1.10 164 ± 17 3.81 ± 0.08 6.11 ± 0.64 ± 0.47 4.55+1.37
−0.99 8.6

1.10–1.45 207 ± 20 5.92 ± 0.12 7.11 ± 0.69 ± 0.59 4.50+1.47
−1.07 8.0

1.45–1.80 203 ± 22 8.24 ± 0.15 5.01 ± 0.55 ± 0.42 4.21+1.81
−1.09 7.7

1.80–2.40 176 ± 22 6.31 ± 0.12 3.31 ± 0.42 ± 0.28 2.62+1.07
−0.59 4.8

of branching fractions for the two decay modes [20]. Correlations between MB and ct have
been found to be at the level of a few percent. They are therefore assumed to have a negligible
impact on the fit, and potential biases arising from this assumption are taken into account in
the systematic uncertainty of the fitted signal yield.

The PDFs are constructed from common functions, with shape parameters obtained from data
when possible. The MB PDFs are the sum of three (two) Gaussians for the signal (J/ψπ) with
parameters obtained from simulation; an exponential for both prompt and non-prompt J/ψ that
allows for possible curvature in the shape of the combinatorial background; and a combination
of two Gaussians and an exponential for the peaking background. The resolution on MB for sig-
nal decays is approximately 30 MeV. The ct PDFs are a single exponential convolved with the
resolution function to describe the signal, J/ψπ, and peaking background components, where
the lifetime is allowed to be different for the latter; the sum of two exponentials convolved with
the resolution function for the non-prompt J/ψ component; and the pure resolution function for
the prompt J/ψ component. The resolution function is common for signal and background, and
is described by the sum of two or three Gaussian functions, depending on pB

T and
��yB

��.

The fit proceeds in several steps so that all background shapes are obtained directly from data,
except for the peaking component. This technique relies on the assumption that in the signal-
free region 5.40 < MB < 5.55 GeV (upper sideband) there are only two contributions: prompt
and non-prompt J/ψ background (ignoring the small contribution from J/ψπ). To obtain the ef-
fective lifetime of the non-prompt J/ψ background, the ct distribution is fitted for events in the
inclusive B+ sample defined by pB

T > 5 GeV and
��yB

�� < 2.4 that lie in the MB upper sideband re-
gion, allowing the resolution function parameters to vary freely. The resolution function is then
fixed and the B+ lifetime in the inclusive sample is obtained by fitting ct and MB simultane-
ously. The result, cτ = 481± 22 µm (statistical uncertainty only), is in good agreement with the

Event Selection:
Muons: pT>3.3 GeV for |η| < 1.3; p> 2.9 GeV for 1.3<|η|<2.2, pT> 0.8 GeV for 2.2<|η|<2.4
Invariant J/c mass from oppositely charged muons, ±150 MeV from nominal mass
Charged track: pT>0.9 GeV, at least 4 silicon tracker hits (of which one in pixels)
About 900 signal candidates from mass and lifetime fit found in 5.8 pb-1
Backgrounds: dominated by prompt and non-prompt J/c production, B → J/cK*(892)

Mass resolution on signal events ~30 MeV, ct resolution ~30 mm

Prompt J/c
Signal

Other bkgd
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Figure 2: Measured differential cross sections dσ/dpB
T (left) and dσ/dyB (right) compared with

the theory predictions. The error bars are the statistical uncertainties, while the (yellow) band
represents the sum in quadrature of statistical and systematic uncertainties, excluding the com-
mon branching fraction and luminosity uncertainties. The solid and dashed blue lines are the
MC@NLO prediction and its uncertainty, respectively. The solid red line is the PYTHIA pre-
diction.

are calculated separately in each bin, and account for bin-to-bin migrations (a few percent) due
to the resolution on the measured momentum and rapidity.

The cross section is affected by several sources of systematic uncertainty arising from the signal
yields, efficiencies, branching fractions, and luminosity. Uncertainties of the signal yields arise
from potential fit biases and imperfect knowledge of the PDF parameters (2–5%), ct resolution
function (1–2%), and the effects of final-state radiation on the signal shape in MB (< 1%). Un-
certainties of the trigger (2%), muon identification (1%), and tracking (1–4%) efficiencies are
all determined directly from data. The contribution (1–4%) related to the B+ momentum spec-
trum is evaluated by reweighting the shape of the pB

T distribution generated with PYTHIA to
match the spectrum predicted by MC@NLO 3.4 [27]. An uncertainty of 1.5% is assigned to the
efficiency of the vertex quality requirement, which is cross-checked in data by performing a fit
on the inclusive sample after removing this selection. The effect of tracker misalignment on the
cross sections due to variations in the signal yields and efficiencies is estimated to be approxi-
mately 2% using samples simulated with a different alignment than the nominal one. The total
systematic uncertainty of the cross section measurement in each bin is computed as the sum
in quadrature of the individual uncertainties, and is summarized in Table 1. In addition, there
are common uncertainties of 3.5% from the branching fractions and 11% from the luminosity
measurement [28].

The differential cross sections as functions of pB
T and yB are shown in Fig. 2 and Table 1. They are

compared with the predictions of MC@NLO using a b-quark mass of 4.75 GeV, renormalization
and factorization scales µ =

�
m2

b + p2
T, and the CTEQ6M parton distribution functions [29].

The uncertainty on the predicted cross section is calculated by varying the renormalization
and factorization scales by a factor of two, mb by ±0.25 GeV, and by using the CTEQ6.6 parton
distribution set. For reference, the prediction of PYTHIA is also included, using a b-quark mass
of 4.8 GeV, CTEQ6L1 parton distributions [29], and the D6T tune to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV and
��yB

�� < 2.4 is calculated as the
sum over all pB

T bins and is found to be 28.1 ± 2.4 ± 2.0 ± 3.1 µb, where the first uncertainty is
statistical, the second is systematic (including the branching fraction uncertainty), and the last
is from the luminosity measurement. Systematic uncertainties that are uncorrelated between
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sum over all pB
T bins and is found to be 28.1± 2.4± 2.0± 3.1 µb, where the first uncertainty is163

statistical, the second is systematic (including the branching fraction uncertainty), and the last164

is from the luminosity measurement. Systematic uncertainties that are uncorrelated between165

bins are added quadratically, while correlated uncertainties are added linearly. This result lies166

between the predictions of MC@NLO, 19.1+6.5
−4.0 (scale)+1.7

−1.4 (mass)± 0.6 (PDF) µb, and PYTHIA167

(36.2 µb).168

In summary, the first measurements of the total differential cross sections for B+ mesons pro-169

duced in pp collisions at
√

s = 7 TeV, using the decay B+ → J/ψ K+, have been presented.170

The measurements cover a range in pB
T from 5 GeV to greater than 30 GeV, and the rapidity171

range
��yB

�� < 2.4. The result is in reasonable agreement with theoretical predictions in terms172

of shape, but has an absolute normalization approximately 1.5 times larger than the MC@NLO173

calculation.174
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Experimental uncertainties (~7%) dominated by fit PDF shapes and tracking efficiency
BF (3.5%) and luminosity (11%) uncertainties not shown in figures
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

��yB
�� < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

��yB
��.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
��yB

�� mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

��yB
�� < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

��yB
��.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
��yB

�� mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-

pTB>5 GeV
|yB|<2.2

3

The probability density functions (PDFs), Pi, with shape parameters �αi for mB and �βi for ct,
are evaluated separately for each of the i fit components. The yields ni are determined by
maximizing L with respect to the yields and a subset of the PDF parameters.

The PDFs are constructed from common functions, with shape parameters obtained from data
when possible. The mB PDFs are as follows: the sum of two Gaussian functions for the signal;
exponential functions for the prompt and non-peaking backgrounds; and a sum of three Gaus-
sian functions for the peaking background. The resolution on mB for correctly reconstructed
signal events from simulation is approximately 20 MeV. The ct PDFs are as follows: a single
exponential function convolved with the resolution function to describe the signal and peaking
background components, where the lifetimes are allowed to be different; the sum of two expo-
nential functions convolved with the resolution function for the non-peaking component; and
the pure resolution function for the prompt J/ψ component. The resolution function, a sum of
two Gaussian functions, is common for signal and background.

The fit proceeds in several steps such that all background shapes are obtained directly from
data, except for the peaking component which is taken from simulation, as are the signal mB
shapes. This technique relies on the assumption that in the region 5.4 < mB < 5.7 GeV (side-
band) there are only two contributions: prompt J/ψ and non-peaking background. To obtain
the effective lifetime distribution of the non-peaking background, the mB and ct distributions
in the mB sideband region are fit simultaneously for events in the inclusive B0 sample defined
by pB

T > 5 GeV and
��yB

�� < 2.2. In the second step, the signal B0 lifetime in the inclusive
sample is determined by fitting ct and mB simultaneously in the full mB range. The result,
cτ = 479 ± 22 µm (statistical uncertainty only), is in agreement with the world-average value,
457 ± 3 µm [13]. With the effective lifetimes for signal and non-prompt background fixed, the
signal and background yields are fit in each bin of pB

T and
��yB

��, together with the parameters
describing the ct resolution and the shapes of the prompt and non-peaking components in mB.

The accuracy and robustness of the fit strategy were demonstrated by performing a large set of
pseudo-experiments, with each one corresponding to the yields observed in data, where signal
and background events were generated randomly from the PDFs in each bin. No significant
biases were observed on the yields, and the statistical precision of the test was taken as the
systematic uncertainty due to potential biases in the fit method. The fit uncertainties were also
observed to be estimated properly.

The fitted signal yields in each bin of pB
T and

��yB
�� are summarized in Table 1. Figure 1 shows

the fit projections for mB and ct from the inclusive sample with pB
T > 5 GeV and

��yB
�� < 2.2. The

total number of signal events is 809 ± 39, where the uncertainty is statistical only.

The differential cross section is calculated in bins of pB
T as

dσ(pp → B0X)

dpB
T

=
nsig

2 · � · B · L · ∆pB
T

, (2)

and similarly for
��yB

��, where nsig is the fitted number of signal events in the given bin, � is the
efficiency for a B0 meson to pass all the selection criteria, L is the integrated luminosity, ∆pB

T is
the bin size, and B is the product of branching fractions B(B0 → J/ψ K0

S) = (4.36± 0.16)× 10−4,
B(J/ψ → µ+µ−) = (5.93 ± 0.06)× 10−2, and B(K0

S → π+π−) = 0.6920 ± 0.0005 [13]. The ad-
ditional factor of two in the denominator accounts for our choice of quoting the cross section
for B0 production only, while nsig includes both B0 and B0. The efficiencies are calculated sepa-
rately for each bin, always considering only mesons produced with

��yB
�� < 2.2 (pB

T > 5 GeV) for
pB

T (
��yB

��) bins, and take into account bin-to-bin migrations (< 1%) due to the resolution on the

809 ± 39 signal events
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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the background lifetimes and the lifetime resolution func-
tions, which are fixed to the results of the fit to the MB

sidebands. It has been verified that leaving all parameters
floating changes the signal yield by an amount smaller than
the systematic uncertainty assigned to the fit procedure.

Many detailed studies have been conducted to validate
the accuracy and robustness of the fit procedure. A large
number of pseudoexperiments were performed, each cor-
responding to the yields observed in each pB

T and jyBj
bin for a data sample corresponding to an integrated
luminosity of 40 pb!1, where signal and background
events were generated randomly from the PDFs in each
bin. The fit yields were found to be unbiased and their
uncertainties estimated properly. The effects of residual
correlations between MB and ct were studied by mixing
fully simulated signal and background events to produce
pseudoexperiments. The observed deviations between the
fitted and generated yields (1%–2%) are taken as the
systematic uncertainty due to potential biases in the fit
method.

Figure 1 shows the fit projections forMB and ct from the
inclusive sample with 8< pB

T < 50 GeV=c and jyBj< 2:4.
When plottingMB, the selection ct > 0:01 cm is applied for
better visibility of the individual contributions. The number
of signal events in the entire data sample is 549" 32, where
the uncertainty is statistical only. The obtained proper decay
length of the signal, c! ¼ 478" 26 "m, is within 1.4
standard deviations of the world average value [19], even
though this analysis was not optimized for lifetime
measurements.

Table I summarizes the fitted signal yield in each bin of
pB
T and jyBj. The differential cross section is calculated

according to Eq. (1), using the product of the branching
fractions BðJ=c ! "þ"!Þ ¼ ð5:93" 0:06Þ ' 10!2 and
Bð# ! KþK!Þ ¼ ð48:9" 0:5Þ ' 10!2 [19]. All efficien-
cies are calculated separately in each bin, and account for
bin-to-bin migrations (less than 1%) due to the finite
resolution of the measured momentum and rapidity.

The cross section measurement is affected by several
sources of systematic uncertainty arising from uncertain-
ties on the fit, efficiencies, branching fractions, and inte-
grated luminosity. In every bin the total uncertainty is
about 11%. Uncertainties on the muon efficiencies from
the trigger, identification, and tracking are determined
directly from data (3%–5%). The uncertainty of the
method employed to measure the efficiency in the data
has been estimated from a large sample of full-detector
simulated events (1%–3%). The tracking efficiency for the
charged kaons has been shown to be consistent with
simulation. A conservative uncertainty of at most 9% in
each bin has been assigned for the hadronic track recon-
struction (adding linearly the uncertainties on the two
kaon tracks [26]), which includes the uncertainty due to
misalignment of the silicon detectors. The uncertainty
on the fit procedure arising from potential biases and

imperfect knowledge of the PDF parameters is estimated
by varying the parameters by 1 standard deviation
(2%–4%). The contribution related to the B0

s momentum
spectrum (1%–3%) is evaluated by reweighting the shape
of the pB

T distribution generated with PYTHIA to match the
spectrum predicted by MC@NLO [28]. An uncertainty of
1% is assigned to the variation of the selection criteria
applied to the vertex-fit probability, the transverse mo-
mentum of the kaons, the B0

s transverse momentum, and
the KþK! invariant mass window. An uncertainty is
added to account for the limited number of simulated
events (at most 3% in the highest pB

T bin). The total
uncorrelated systematic uncertainty on the cross section
measurement is computed in each bin as the sum in
quadrature of the individual uncertainties, and is summa-
rized in Table I. In addition, there are common uncertain-
ties of 4% from the integrated luminosity measurement
[29] and 1.4% from the J=c and # branching fractions.
As the reported result is a measurement of the B0

s cross
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FIG. 1. Projections of the fit results in MB (a) and ct (b) for
8< pB

T < 50 GeV=c and jyBj< 2:4. The curves in each plot are
the sum of all contributions (solid line), signal (dashed line),
prompt J=c (dotted line), and nonprompt J=c (dotted-dashed
line). For better visibility of the individual contributions, plot (a)
includes the requirement ct > 0:01 cm.
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Bs → J/c(mm) f(KK)

Event selection:
Muons: Same J/c cuts as B+ and B0 analyses
Kaons: f candidates from oppositely charged tracks with pT>0.7 GeV, requiring 
5 tracker hits and M(KK)=M(f)±10 MeV
About 550 signal candidates in 40 pb-1 from combined mass and lifetime fit

36

Signal
Prompt J/c

Non-prompt J/c

pTBs>8 GeV
|yBs|<2.4



6.9± 0.6(stat)± 0.5(syst)± 0.3(lumi) nb
4.57+1.93

−1.71(scale)± 1.37(B.F.) nb
9.39± 2.82(B.F.) nb
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Bs → J/c(mm) f(KK)
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Measured visible cross section

pp→BsX→J/cfX,  pTB>8 GeV, |yB|<2.4

MC@NLO

Pythia

Experimental uncertainties (~11%) dominated by 
tracking efficiency (9%) and luminosity (4%)

section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
s

p ¼ 7 TeV.

We wish to congratulate our colleagues in the CERN
accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from the following: FMSR (Austria); FNRS
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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section times the B0
s ! J=c! branching fraction, the

30% uncertainty on the B0
s ! J=c! branching fraction

[19] is not included in the result.
The differential cross sections times branching fractions

as functions of pB
T and jyBj are listed in Table I and plotted

in Fig. 2, together with predictions from MC@NLO and
PYTHIA. The predictions of MC@NLO use the renormaliza-

tion and factorization scales " ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

bc
4 þ p2

Tc
2

q
, where

pT is the transverse momentum of the b quark, a b-quark
mass of mb ¼ 4:75 GeV=c2, and the CTEQ6M parton
distribution functions [30]. The uncertainty on the

MC@NLO cross section is obtained simultaneously varying
the renormalization and factorization scales by factors of
two, varying mb by #0:25 GeV=c2, and using the
CTEQ6.6 parton distribution function set. The prediction
of PYTHIA uses the CTEQ6L1 parton distribution functions
[30], a b-quark mass of 4:8 GeV=c2, and the Z2 tune [31]
to simulate the underlying event. The total integrated B0

s

cross section times B0
s ! J=c! branching fraction for the

range 8< pB
T < 50 GeV=c and jyBj< 2:4 is measured to

be 6:9# 0:6# 0:6 nb, where the first uncertainty is statis-
tical and the second is systematic. The statistical and
systematic uncertainties are derived from the bin-by-bin
uncertainties and propagated through the sum. The mea-
sured total cross section lies between the theoretical pre-
dictions of MC@NLO (4:6þ1:9

$1:7 # 1:4 nb) and PYTHIA

(9:4# 2:8 nb), where the last uncertainty is from the B0
s !

J=c! branching fraction [19]. Also the previous
CMS cross section measurements of Bþ [14] and B0 [15]
production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV gave values
between the two theory predictions, indicating internal
consistency amongst the three different B-meson
results.
In summary, the first measurements of the B0

s differential
cross sections d#=dpB

T and d#=dyB, in the decay channel
B0
s ! J=c! and in pp collisions at

ffiffiffi
s

p ¼ 7 TeV, have
been presented. The results cover the kinematical window
jyBj< 2:4 and 8< pB

T < 50 GeV=c. They add comple-
mentary information to previous results in moving towards
a comprehensive description of b-hadron production atffiffiffi
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p ¼ 7 TeV.
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FIG. 2 (color online). Measured differential cross sections
d#=dpB

T (a) and d#=dyB (b) compared with theoretical predic-
tions. The (yellow) band represents the sum in quadrature of
statistical and systematic uncertainties. The dotted (red) line is
the PYTHIA prediction; the solid and dashed (blue) lines are the
MC@NLO prediction and its uncertainty, respectively. The com-
mon uncertainties of 4% on the data points, due to the integrated
luminosity, and of 30% on the theory curves, due to the B0

s !
J=c! branching fraction, are not shown.
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Summary of exclusive decays

38

b]µB-Meson Production Cross Section [
0 50-0.25

3.8

 X! " J/# X s B#pp  0.3 nb± 0.5  ± 0.6 ±6.9 
<50 GeV, |y|<2.4 (x1000)T8<P )-1(40 pb

 X0 B#pp bµ 1.3 ± 3.1  ± 2.5 ±33.2 
>5 GeV, |y|<2.2TP )-1(40 pb

 X+ B#pp bµ 1.1 ± 2.0  ± 2.4 ±28.3 
>5 GeV, |y|<2.4TP )-1( 6 pb

=7 TeVsCMS Preliminary, Spring 2011
 lum. error± syst. ± stat. ±value 

(integrated luminosity)

Theory: MC@NLO
=4.75 GeVb, m1/2)2
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CMS b cross sections
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cross-section ratio
0 0.5 1 1.5 2

| < 2.1µ! > 4 GeV, |µ

T
Y; pµµ " bbX "pp 

-0.22
+0.241.00 PAS BPH-10-015
 0.14±1.31 

| < 2.4jet > 30 GeV, |yjet
T

 X; pµ " bX "pp 

-0.24
+0.351.00 PAS BPH-10-008

 0.22±1.17 

| < 2.4B > 8 GeV, |yB
T

; p# $ J/" sB

-0.48
+0.511.00 arXiv:1106.4048 [hep-ex]

 0.18±1.50 

| < 2.2B > 5 GeV, |yB
T

; ps K$ J/" 0B

-0.25
+0.381.00 PRL 106 (2011) 252001

 0.17±1.32 

| < 2.4B > 5 GeV, |yB
T

; p+ K$ J/" +B

-0.23
+0.361.00 PRL 106 (2011) 112001

 0.12±1.10 

CMS / MC@NLO

MC@NLO uncertainty

Includes BR(Bs→J/cf) 
uncertainty

All measurements above NLO 
but in agreement within uncertainties

PRD 84 (2011) 052008
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B-hadron angular correlations
Questions: 

What fraction of the b-quark cross section is given by collinear b pair production?
How does this fraction evolve with the hardness of the scattering process?

Experimental problem:
Measurements based on tagged jets have finite resolution due to jet clustering sizes

Introducing a new measurement technique:
Reconstruct B-hadron momentum from primary and secondary vertices
Secondary vertex finder seeded by high IP tracks, jet independent
Tertiary vertices from chain decays (B→C) merged into a single B candidate
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B-hadron angular correlations

Angular separation measured ten times more precisely than bin size 
allowed by available statistics
Pythia MC describes very well vertex kinematic variables

Used for efficiency and purity correction
DR and Df dependence of secondary vertex finding efficiency cross checked 
with data-driven technique based on event mixing
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Figure 2. Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by the
solid points. The decomposition into the different sources, beauty, charm and light quarks, is shown
for the pythia Monte Carlo simulation. The simulated distributions are normalised to the total
number of data events. All selection cuts apart from those on the shown quantities are applied.

are found to be 7.4%, 9.3% and 10.7%, on average, for the three jet pT bins, respectively
from the lowest to the highest.

The validity of the ∆R-dependence of the efficiencies obtained from simulation is
checked using a data driven method based on event mixing, as illustrated below. It is found
that the ∆R-dependence is well described by the simulation, justifying this approach. The
differences are used to estimate the systematic uncertainties.

The resolution achieved in the ∆R reconstruction is estimated from simulation. The
comparison of the ∆R values reconstructed between the two vertices ∆RV V with the values
calculated between the original true B hadrons ∆RBB, determines the resolution. This is
illustrated in figure 3, which shows the two-dimensional distribution ∆RV V versus ∆RBB

and its projection onto the diagonal (∆RV V − ∆RBB). A fit to this projection directly
yields an average resolution better than 0.02 in ∆R for the core region, a value much
smaller than the ∆R bin width of 0.4.

In order to calculate differential cross sections, a ∆R-dependent purity correction is
applied. The contributions to purity due to migration are illustrated in figure 3 (left).
The total number of event entries off the diagonal is found to be about 3%. The largest
impurity occurs close to ∆RV V ≈ 3 as can be seen in the 2D plot. These events are due
to misreconstructed collinear events where only one B hadron is reconstructed, while a
fake vertex is found in the recoiling light quark jet. The largest effect on a single bin is
below 10% and this is taken into account in the purity correction. The uncertainty arising
from this correction is included in the systematic uncertainties. The average BB purity,
including all background contributions listed in section 4.2, is found to be 84%, with a
variation within about ±10% over the full ∆R range in the visible region for the three
leading jet pT bins.
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Figure 3. Resolution of the ∆R reconstruction, obtained using simulation for the leading jet
pT > 84 GeV sample. Left: ∆R values reconstructed between the two secondary vertices ∆RV V

versus the values between the original B hadrons ∆RBB , in the visible B hadron phase space (see
text). Right: projection onto the diagonal (∆RV V −∆RBB). The numbers in the boxes represent
the number of events reconstructed in that particular bin.

4.4 Systematic uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to
the absolute normalisation are much larger than the shape dependent ones. They sum up to
a total of 47%, but do not affect the shape analysis (see below). The dominant contribution
originates from the B hadron reconstruction efficiency (±20%, estimated in [4]), which
amounts to a total of 44% for reconstructing two B hadrons.

In the following the shape dependent systematic uncertainties for the ∆R distributions
are discussed. The values are quoted in terms of the relative change of the integrated cross
section ratio ρ∆R = σ∆R<0.8/σ∆R>2.4. Very similar systematic uncertainties arise for the
∆φ distributions and, hence, they are not quoted separately.

• Algorithmic effects. The shape of the ∆R dependence of the efficiency α(∆R) is
checked by means of an event mixing method. This event mixing technique mimics
an event with two genuine SVs by merging two independent events, where each has
at least one reconstructed SV. The positions of the two PVs are required to be within
20 µm in three-dimensional space. This mixed event is then analysed and the fraction
of cases where both original SVs are again properly reconstructed is used to determine
the ∆R dependence of the efficiency to find two genuine SVs in an event which had
the SVs already reconstructed. The shape of this efficiency α(∆R) is determined for
the data and for the simulated samples independently in bins of ∆R. The vertex
reconstruction efficiency as a function of ∆R for data and for simulation, and their
ratio are shown in figure 4. Since in this analysis the shape is the most relevant
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Figure 8. Ratio of the differential BB production cross sections, as a function of ∆R (left) and ∆φ
(right), for data, MadGraph, mc@nlo and cascade, with respect to the pythia predictions, for
the three leading jet pT bins. The simulation is normalised to the region ∆R > 2.4 and ∆φ > 3

4π
(FCR region), as indicated by the shaded normalisation region. The widths of the theory bands
indicate the statistical uncertainties of the simulation.

cross section at small angular separation, exceeding the values measured at large ∆R and
∆φ. The fraction of cross section in this collinear region is found to increase with the
leading jet pT of the event.

The measurements are compared to predictions, based on LO and NLO perturbative
QCD calculations. Overall, it is found that the data lie between the MadGraph and the
pythia predictions. Neither the mc@nlo nor the cascade calculations describe the shape
of the ∆R distribution well. In particular the collinear region at small values of ∆R, where
the contributions of gluon splitting processes are expected to be large, is not adequately
described by any of the predictions.
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Angular correlations: results

Sizable fraction of total BB cross section from collinear B-hadron pairs
Fraction of collinear BB production increases with leading jet pT

Data points between Pythia and Madgraph MC. 
MC@NLO and CASCADE below the data

42

pT(B)>15 GeV, |h(B)|<2, |h(lead.jet)|<3
MC normalized to shaded region for shape comparison

in the collinear BB region
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Figure 6. Differential BB production cross sections as a function of ∆R (left) and ∆φ (right) for
the three leading jet pT regions. For clarity, the pT > 56 and 84 GeV bins are offset by a factor 4
and 2, respectively. For the data points, the error bars show the statistical (inner bars) and the
total (outer bars) uncertainties. A common uncertainty of 47% due to the absolute normalisation
on the data points is not included. The symbols denote the values averaged over the bins and
are plotted at the bin centres. The pythia simulation (shaded bars) is normalised to the region
∆R > 2.4 or ∆φ > 3

4π, as indicated by the shaded normalisation regions. The widths of the shaded
bands indicate the statistical uncertainties of the predictions.

the B hadrons and the leading jet pT ranges as defined in section 4.1. The cross sections
are determined by applying efficiency corrections and normalising to the total integrated
luminosity, according to

�
dσvisible(pp→ BB X)

dA

�

i

=
Ni(data) · fi

∆Ai · L · �i
, (5.1)

where Ni(data) denotes the number of selected signal BB events in bin i, L the integrated
luminosity, �i the total efficiency, fi the purity correction factor, and ∆Ai the width of bin
i in variable A, with A being ∆R or ∆φ.

The measured cross sections are shown in figure 6 as a function of ∆R and ∆φ for
the three leading jet pT regions. The error bars on the data points include statistical
and uncorrelated systematic uncertainties. An uncertainty of 47% common to all data
points due to the absolute normalisation is not shown in the figure. The bars shown for
the pythia simulation in figure 6 are normalised to the region ∆R > 2.4 or ∆φ > 3

4π,
where the theory calculations are expected to be more reliable, since the cross section is
anticipated to be dominated by leading order diagrams (flavour creation).

It is interesting to note that the cross sections at small values of ∆R or ∆φ are found to
be substantial. They exceed the cross sections observed at large angular separation values,
the configuration where the two B hadrons are emitted in opposite directions.

The scale dependence is illustrated in table 2 and figure 7, where the left panel shows
the ratio ρ∆R as a function of the leading jet pT, a measure of the hard interaction scale.
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Figure 7. Left: ratio between the BB production cross sections in ∆R < 0.8 and ∆R > 2.4,
ρ∆R = σ∆R<0.8 / σ∆R>2.4, as a function of the leading jet pT. Right: asymmetry between the
two regions, (σ∆R<0.8 − σ∆R>2.4) / (σ∆R<0.8 + σ∆R>2.4). The symbols denote the data averaged
over the bins and are plotted at the mean leading jet pT of the bins. For the data points, the
error bars show the statistical (inner bars) and the total (outer bars) errors. Also shown are the
predictions from the pythia and MadGraph simulations, where the widths of the bands indicate
the uncertainties arising from the limited number of simulated events.

In order to provide a detailed comparison between the data and the theory predictions
in terms of shape, figure 8 presents the ratios, of the data as well as of the MadGraph,
mc@nlo and cascade models, with respect to the pythia predictions, for the three
different scales in leading jet pT. The values for the pythia simulation are normalised in
the region ∆R > 2.4 (or ∆φ > 3

4π).
It is observed that none of the predictions describes the data very well. The data lie be-

tween the MadGraph and the pythia curves. The mc@nlo calculations do not describe
the shape of the observed ∆R distribution. In particular, at small values of ∆R, where
higher-order processes, notably gluon splitting, are expected to be large, the mc@nlo

predictions are substantially below the data. The ∆φ distribution is more adequately re-
produced by mc@nlo. The cascade predictions are significantly below the data in all
regions, both in the ∆R and ∆φ distributions.

6 Summary

A first measurement of the angular correlations between BB pairs produced in pp colli-
sions at a centre-of-mass energy of 7 TeV is presented. The measurements are based on
data corresponding to an integrated luminosity of 3.1 ± 0.3 pb−1 recorded by the CMS
experiment during 2010. The detection of the B hadrons is based on the reconstruction
of the secondary vertices from their decays. The results are given in terms of normalised
differential production cross sections as functions of the angular separation variables ∆R

and ∆φ between the two B hadrons. The data exhibit a substantial enhancement of the
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1. CMS detector performance
2. Search for rare B decays
3. B quark production
4. Outlook

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsBPH

In this presentation

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsBPH
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsBPH
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Outlook
Many published and preliminary results on heavy flavor physics from CMS

Competitive (best) upper limit on Bs (Bd) branching ratio to dimuons 
Several measurements of B quark production in inclusive and exclusive channels
Angular correlation measurements help disentangle underlying production processes
Not shown today: Quarkonium production, searches for exotic states

Large data samples from 2011/12 data taking will disclose new opportunities
Rare decays (e.g. Bs,d→mm, B→K*mm) and CP violation (e.g. Bs→J/cf)
Quarkonium polarization measurements
Heavy baryon production and polarization (e.g. Lb, Sb)
Exotic states in the bottomonium sector

Challenges ahead:
Trigger bandwidth optimization at high instantaneous luminosities 
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BACKUP
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Bs→mm: Selection efficiency
Validation of MC simulation performed with two exclusive decays

Bs→J/c(m+m-)f(KK)
B+→J/c(mm)K+

Signal and normalization efficiencies from simulation
Signal efficiency: 0.4% (0.2%) in barrel (endcap)
Normalization efficiency: 0.08% (0.03%) in barrel (endcap)

Good agreement with simulation after sideband subtraction
Residual differences adopted as systematics
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Secondary vertices

Based on primary vertex finder 
tool applied to tracks in a jet
Commissioning of secondary 
vertex reconstruction shows 
very good understanding of 
discrimination variables

Track multiplicity
Flight distance significance

Invariant mass of tracks 
associated to the vertex is a 
useful tool to verify sample 
purity after tagging
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Figure 7: Secondary vertex properties: (left) number of tracks; (middle) average number of
tracks vs pT; (right) flight distance significance.
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Figure 8: For the secondary vertices: (left) angular separation ∆R between the jet axis and the
flight direction (direction of separation between the primary and secondary vertex); (middle)
ratio of the summed energy of tracks attached to the secondary vertex to that of all selected
tracks in the jet; (right) impact parameter significance of the first track above the charm thresh-
old.
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Figure 9: Vertex mass for vertices with (left) two or more reconstructed tracks; (right) three or
more tracks.
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Figure 7: Secondary vertex properties: (left) number of tracks; (middle) average number of
tracks vs pT; (right) flight distance significance.
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Figure 8: For the secondary vertices: (left) angular separation ∆R between the jet axis and the
flight direction (direction of separation between the primary and secondary vertex); (middle)
ratio of the summed energy of tracks attached to the secondary vertex to that of all selected
tracks in the jet; (right) impact parameter significance of the first track above the charm thresh-
old.
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dotted line are the simulated b and cudsg distributions, respectively.

selected with the following requirements: 0.3 < pT < 500 GeV, |z0| < 2 cm, and hits in at

least 2 (5) layers of the pixel (pixel and strip) detector. Only jets containing a muon are

accepted as b-jet candidates.

The jet direction and jet energy E are calculated by summing the four-momenta of all

tracks in the jet except the muon. The pion mass hypothesis is assumed for calculating

the energy associated with a track. The jet is required to contain at least one track and to

have a transverse energy ET = E sin θjet of at least 1 GeV, where θjet is the polar angle of

the jet direction.

The efficiency for identifying b jets is determined in MC simulation for events in which

the muon from a b-hadron decay falls into the kinematic region of this measurement. The

efficiency for finding a jet containing the muon rises with the muon pT from 74% at 6 GeV

to almost 100% for events containing a muon with pT > 20 GeV. The fraction of events in

which the reconstructed jet containing the muon is not matched to the b jet at the generator

level is smaller than 7% in the lowest muon transverse momentum bin and asymptotically

reaches a value of 2% at large pT.

From the momenta of the selected muon (�pµ) and the associated track-jet (�pj), the

relative transverse momentum of the muon with respect to its track-jet is calculated as

prel
⊥ = |�pµ × �pj |/|�pj |.

A total of 157 783 data events pass the selection. If an event contains more than one

muon of either charge, only the muon with the largest transverse momentum pµ
T is kept.

This affects 0.5% of all data events.
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b-quark templates from MC,
validated with b-enriched data 
sample

Combination of templates 
from light quarks/gluons 
in-flight decays and charm 
decays.

Template from misidentified
hadrons validated with data 5

5 Results
The inclusive b-quark production cross section σ is calculated according to

σ ≡ σ(pp → b + X → µ + X�, pµ
⊥ > 6 GeV, |ηµ| < 2.1) =

Ndata
b
L ε

.

The efficiency ε includes the trigger efficiency (82 %), the muon reconstruction efficiency (97 %),
and the efficiency for associating a track jet to the reconstructed muon (77 %). The trigger
efficiency is determined from data, the other two efficiencies are taken from MC simulation.

The result of the inclusive b-quark production cross section within the kinematic range is

σ = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

The systematic error is discussed in the following section. For comparison, the inclusive b-
quark production cross section predicted by PYTHIA and MC@NLO are:

σPYTHIA = 1.8 µb,
σMC@NLO = [0.84+0.36

−0.19(scale)± 0.08(mb)± 0.04(pdf)] µb.

The error for MC@NLO is obtained by changing the QCD renormalization and factorization
scales independently from half to twice their default values within a ‘fiducial’ volume as in
Ref. [29]. The massive HERWIG calculation agrees with the MC@NLO prediction within the
theorectical uncertainties.

The results of the differential b-quark production cross section as a function of the muon trans-
verse momentum and of the pseudorapidity are shown in Fig. 2 and summarized in Tables 1
and 2. The templates for the fraction fit are determined separately for each bin. While the prel

⊥
distributions are similar in all bins of muon pseudorapidity, a shift to higher prel

⊥ values is ob-
served in the bins corresponding to higher muon transverse momenta. The differential cross
section is calculated from

dσ(pp → b + X → µ + X�)
dx

����
bin i

=
Ni,data

b
L εi ∆xi ,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi de-
notes the width of bin i. The number Ni,data

b of selected b events in data and the efficiency ε i are
determined separately for each bin. The integral of the differential cross section is consistent
with the cross section determined for the full sample.

6 Systematics
The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.

Cross section definition

fb from fit
(46±1)%

Efficiencies (e):
Muon trigger ~82% (Data)

Muon reconstruction ~97% (MC)
Muon-jet association ~77% (MC)

Luminosity (L): 85 nb-1
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Figure 2. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV). The two possible muon charges are not distinguished;

the cross section includes the process pp → b̄ + X → µ + X �. The black points are the CMS

measurements. Vertical error bars showing the statistical error are smaller than the point size in

most bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum

of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity

measurement is not included. The solid blue line shows the mc@nlo result and the dashed blue

lines illustrate the theoretical uncertainty as described in the text. The solid red line with markers

shows the pythia result.

 [GeV]
T

muon p

5 10 15 20 25 30

M
C

@
N

L
O

T
d
pσ

d
 /
 

T
d
pσ

d

0.5

1

1.5

2

2.5

3

3.5

4
CMS data

PYTHIA (MSEL 1, CTEQ6L1 )

=4.75 GeV)
b

FONLL (CTEQ6.6, m

CASCADE (CCFM set A0)

 | < 2.1η=7 TeV    muon | s
-1L=85 nb

 [GeV]
T

muon p

5 10 15 20 25 30

M
C

@
N

L
O

T
d
pσ

d
 /
 

T
d
pσ

d

0.5

1

1.5

2

2.5

3

3.5

4

ηmuon 

-2 -1 0 1 2

M
C

@
N

L
O

η
d

σ
d

 /
 

η
d

σ
d

0.5

1

1.5

2

2.5

3

3.5

4
CMS data

PYTHIA (MSEL 1, CTEQ6L1)

=4.75 GeV)
b

FONLL (CTEQ6.6, m

CASCADE (CCFM set A0)

 > 6
T

=7 TeV    muon ps
-1L=85 nb

ηmuon 

-2 -1 0 1 2

M
C

@
N

L
O

η
d

σ
d

 /
 

η
d

σ
d

0.5

1

1.5

2

2.5

3

3.5

4

Figure 3. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV) divided by their mc@nlo predictions. The two possible

muon charges are not distinguished; the cross section includes the process pp→ b̄ + X → µ + X �.

The black points are the CMS measurements. Vertical error bars showing the statistical error are

smaller than the point size in most bins, the horizontal bars indicate the bin width. The yellow band

shows the quadratic sum of statistical and systematic uncertainties. The systematic uncertainty

(11%) of the luminosity measurement is not included. Superimposed are the FONLL result (black

dotted line) with uncertainties (hatched band), the CASCADE result (green, dashed line) and the

pythia result (red line with markers), divided by the mc@nlo cross section.
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Figure 2. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV). The two possible muon charges are not distinguished;

the cross section includes the process pp → b̄ + X → µ + X �. The black points are the CMS

measurements. Vertical error bars showing the statistical error are smaller than the point size in

most bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum

of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity

measurement is not included. The solid blue line shows the mc@nlo result and the dashed blue

lines illustrate the theoretical uncertainty as described in the text. The solid red line with markers

shows the pythia result.
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Figure 3. Differential cross section (left)
dσ
dpµ

T
(pp → b + X → µ + X �, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X �, pµ

T > 6 GeV) divided by their mc@nlo predictions. The two possible

muon charges are not distinguished; the cross section includes the process pp→ b̄ + X → µ + X �.

The black points are the CMS measurements. Vertical error bars showing the statistical error are

smaller than the point size in most bins, the horizontal bars indicate the bin width. The yellow band

shows the quadratic sum of statistical and systematic uncertainties. The systematic uncertainty

(11%) of the luminosity measurement is not included. Superimposed are the FONLL result (black

dotted line) with uncertainties (hatched band), the CASCADE result (green, dashed line) and the

pythia result (red line with markers), divided by the mc@nlo cross section.
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Table 2: Differential b-quark cross section dσ/dηµ
for pµ

⊥ > 6 GeV in bins of muon pseudora-

pidity. The number of b-events (Nb
) determined by the fit, the efficiency (ε) of the online and

offline event selection, and the differential cross section together with its relative statistical,

systematic, and luminosity uncertainty are given.

ηµ Nb ε dσ/dη [nb] stat sys lumi

(-2.1,-1.5) 773± 68 0.62± 0.02 256 9% 16% 11%

(-1.5,-0.9) 895± 71 0.63± 0.02 293 8% 15% 11%

(-0.9,-0.3) 1322± 84 0.64± 0.02 424 6% 15% 11%

(-0.3,0.3) 1240± 82 0.59± 0.02 434 7% 14% 11%

(0.3,0.9) 1333± 84 0.64± 0.02 426 6% 14% 11%

(0.9,1.5) 1119± 75 0.61± 0.02 375 7% 14% 11%

(1.5,2.1) 802± 66 0.63± 0.02 262 8% 14% 11%

Table 3: Summary of systematic uncertainties. The systematic errors can vary depending on

the muon transverse momentum and pseudorapidity as indicated by the range.

source uncertainty

Trigger 3–5 %

Muon reconstruction 3 %

Tracking efficiency 2 %

Background template shape uncertainty 1–10 %

Background composition 3–6 %

Production mechanism 2–5 %

Fragmentation 1–4 %

Decay 3 %

MC statistics 1–4 %

Underlying Event 10 %

Luminosity 11 %

total 16–20 %

The background template consists of contributions from cc events and from light quark/gluons

events, where a hadron is misidentified as a muon. The fit does not separately determine the

c- and udsg-content of the sample. Two effects can introduce a systematic error. (i) The udsg
template determined from data could be biased. Using the PYTHIA-derived udsg template

introduces a difference to the nominal fit of 1–10 %, depending on the muon transverse mo-

mentum and pseudorapidity bin. (ii) If the c-fraction of the non-b background in the data were

different from the value used in composing the templates, the fitted b-fraction would change

somewhat. The MC simulation predicts a c-fraction of 50–70 % in the non-b background de-

pending on the muon transverse momentum. This fraction depends on the modeling of charm

semileptonic decays and on the muon fake probability. Varying the c vs. udsg fraction by±20%

leads to a systematic error of 3–6 %.

In PYTHIA, the production of a bb pair can be split into flavor creation (19 % of the selected

events), flavor excitation (56 %), and gluon splitting (25%). The event selection efficiencies

are 61 %, 62 %, and 65 %, respectively. Reweighing the events from the different production

processes to reflect the difference between PYTHIA and HERWIG leads to a systematic error of

2–5 %, depending on the muon transverse momentum.

The b-quark fragmentation in the PYTHIA sample is modeled by the Peterson fragmentation
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2 3 b-tagging

Tight jet identification criteria [17] are applied to protect against poorly modeled sources of cal-
orimeter noise. The jet energies are corrected with estimates based on MC [17] for the absolute
scale and for the pT dependence, while data corrections [18] are used for the rapidity depen-
dence. The uncertainty of the JEC is estimated using photon+jet events with the jet in the barrel,
and with the dijet pT balance technique for jets in the end caps relative to the barrel [18]. These
uncertainty estimates are further corroborated by indirect observations using comparisons of
jet substructure between data and MC, the reconstruction of the π0 mass peak for ECAL scale,
and the measurement of the single pion response for relative tracker-HCAL scale using Particle
Flow objects [19].

The pT spectra from individual triggers are normalized using luminosity estimates [12] and
then combined into a continuous jet pT spectrum. Only one trigger is used per each pT bin, to
simplify the analysis. The raw pT spectra are unfolded using the ansatz method [20, 21], with
the jet pT resolution obtained from MC. The uncertainty of the jet pT resolution is estimated
using a comparison of dijet pT balance between data and MC [18].

3 b-tagging
The b jets are tagged using a secondary vertex high-purity tagger (SSVHP [11]). The secondary
vertex is fitted with at least three charged particle tracks. A selection on the reconstructed 3D
decay length significance is applied, corresponding to about 0.1% efficiency to tag light flavor
jets and 60% efficiency to tag b jets at pT = 100 GeV.

The b-tagging efficiency and the mistag rates from c-jet and light jet flavors are taken from the
MC simulation and constrained by a data/MC scale factor determined from data. This b-tag
efficiency measurement relies on semileptonic decays of b-hadrons, the kinematics of which
allow for discrimination between b and non-b jets. Fits to the distribution of the relative trans-
verse momentum of the muon with respect to the jet direction enable the extraction of the
flavour composition of the data, and ultimately the efficiency for tagging b jets. The mistag
rate from light flavor jets is constrained separately by a study using a negative-tag discrimina-
tor [11].

The production cross section for b jets is calculated as a double differential,

d2σb−jets

dpTdy
=

Ntagged fbCsmear

�jet�b∆pT∆yL , (1)

where Ntagged is the measured number of tagged jets per bin, ∆pT and ∆y are the bin widths in
pT and y, fb is the fraction of tagged jets containing a b-hadron, �b is the efficiency of tagging
b jets, �jet is the jet reconstruction efficiency and Csmear is the unfolding correction. The �jet,
�b and fb are all calculated from MC in bins of reconstructed pT and y, for consistency with
the data-based methods. The correction factor Csmear unfolds the measured pT back to particle
level using the ansatz method, used also for the inclusive jet cross section measurement and
described in [12].

3.1 b-tagging efficiency

The b-tagging efficiency with the selections used in this analysis is between 6% and 60% at
pT > 18 GeV and |y| < 2.0. The efficiency rises at higher pT as the b-hadron proper-time
increases. The efficiencies estimated from MC are shown in Fig. 1. To smoothen out statistical
fluctuations, the b-tagging efficiency in each rapidity bin is fitted versus pT, and the fit result is
used in the analysis.

3.2 b-tagged sample purity 3

 (GeV)
T

p
20 30 40 50 100 200

b-
ta

gg
in

g 
ef

fic
ie

nc
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7  = 7 TeVsCMS simulation

|y| < 0.5
 |y| < 1.0!0.5 
 |y| < 1.5!1.0 
 |y| < 2.0!1.5 

 (GeV)
T

p
20 30 40 50 100 200

b-
ta

gg
in

g 
ef

fic
ie

nc
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.
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Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency �b as well as the mistag rates for light flavor �l

3.3 b-tagging uncertainty estimates 5
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Figure 4: The b-tagged sample purity obtained using fits to secondary vertex mass (left). The

b-tagged sample purity estimated using b-tagging efficiency and mistag rates from MC (right).

The b-tagging efficiency measurement relies on semimuonic decays of b-hadrons. The limiting

factors for this measurement are the limited number of SSVHP tagged jets containing a muon,

the uncertainty in the c- and light template shapes and the systematic uncertainty in generaliz-

ing the efficiency measured on semileptonically decaying b jets to all b jets. The obtained scale

factor is 0.98 ± 0.08(stat)± 0.18(syst) for jets with pT > 20 GeV and |y| < 2.4 [11].

The uncertainty on b-tagging efficiency arising from poorly known relative contributions of

flavor creation (FCR), flavor excitation (FEX) and gluon splitting (GS) has also been studied in

detail. The relative angle ∆R between the b-hadrons is strongly dependent on the production

mechanism. The b-hadrons produced by GS, in particular, tend to be close to each other in

∆R, which leads to a reduced efficiency of the SSVHP tagger. This uncertainty is estimated

by varying the relative contributions in MC within ±50%, constrained by studies of the ratio

between secondary vertex energy and b-jet energy, which is sensitive to the contributions of

FCR+FEX (large ratio) compared to GS (small ratio). The b-tagging efficiency as a function of

the ∆R distance between the b jets is shown in Fig. 5(left). The variation versus ∆R is observed

to be up to 25%, but combined with the maximal variations of the GS and FCR+FEX by ±50%

shown in Fig. 5(right) this uncertainty is found to be less than 2%.

The b-tagging efficiency uncertainty is dominated by the statistical uncertainty in the data-

driven method. The uncertainty is conservatively taken as the statistical uncertainty of 8% in

quadrature with the 18% systematic uncertainty and the 2% from the data/MC scale factor

of 0.98 that is not applied in this analysis, giving 20% as the total systematic uncertainty for

the b-tagging efficiency. It should be noted, however, that the robustness of the decay length

observable can degrade at pT > 200 GeV, which should be taken into account in future updates

of the analysis that start to probe this kinematic region. An additional 10% uncertainty at

pT > 200 GeV is taken into account for this, with the extra uncertainty log-linearly reduced to

0% at pT = 100 GeV.

The light quark mistag rate calculated by MC simulation has been validated on data by studies

using a negative-tag discriminator to within a systematic uncertainty of about 50% [11]. This

uncertainty has been directly propagated to the light quark mistag rate used in the present

Tagged sample purity fb 
from MC and fit to

secondary vertex mass
~73%

Tagging efficiency eb from MC 
validated with data-driven method

edata/eMC=0.98±0.08(stat)±0.18(syst)

Csmear = unfolding correction
[CMS PAS QCD-10-011]
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Figure 15: (Left) Comparison of muon prel

T templates for LF jets, obtained from data and from

simulation with light jet flavour identification; (right) ratio of the templates shown on the left.
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Figure 16: Fits of the muon prel

T distributions to b and LF templates for muon jets that (left) pass

or (right) fail the b-tagging algorithm: (top row) TCHPM; (bottom row) SSVHPT.

and untagged subsamples of the muon jets. Results of representative fits are shown in Fig. 16.

From each fit we extract the fractions ( f tag

b , f untag

b ) of b jets in the data. With these fractions and

the total yields (Ntag

data, Nuntag

data ) of tagged and untagged muon jets we calculate the number of b

Tagged jets

5.2 Tagging Efficiency Extraction 13

jets in these samples, and the efficiency �data
b for tagging b jets in the data:

�data
b =

f tag
b · Ntag

data

f tag
b · Ntag

data + f untag
b · Nuntag

data

(1)

A similar calculation is done for the efficiency for tagging b jets in the simulated samples,
using MC truth level information on the b-matched jets in the simulated sample, and finally
we express the efficiency results in terms of a ratio (scale factor, SFb) of efficiency in data to
that in MC. The dependence of SFb on the jet kinematic variables will be evaluated with future
larger data samples. The present study yields one value for each tagger, given in Table 1.

Tagger+Operating Point �data
b �MC

b SFb
SSVHPT 0.203 ± 0.015 0.207± 0.002 0.98± 0.08± 0.18
SSVHEM 0.405 ± 0.016 0.417± 0.003 0.97± 0.04± 0.19
SSVHET 0.127 ± 0.017 0.131± 0.002 0.97± 0.13± 0.21
TCHPL 0.404 ± 0.018 0.444± 0.003 0.91± 0.04± 0.19
TCHPM 0.303 ± 0.015 0.331± 0.003 0.92± 0.05± 0.19
TCHPT 0.233 ± 0.014 0.244± 0.002 0.95± 0.06± 0.19
TCHEL 0.562 ± 0.020 0.636± 0.003 0.88± 0.03± 0.19
TCHEM 0.455 ± 0.016 0.494± 0.003 0.92± 0.03± 0.20
TCHET 0.151 ± 0.015 0.150± 0.002 1.01± 0.10± 0.19

Table 1: Tagging efficiency for b jets with |η| < 2 in data, in simulation, and their ratio SFb, for jets from
semimuonic b decays. The average pT of jets in this study is 31 GeV/c. The quoted uncertainties on
the efficiencies are statistical only; for SFb the second error is our preliminary estimate of the systematic
uncertainty.

We have considered the impact of several sources of systematic uncertainty in these measure-
ments of SFb. The impact of mismodeling in the simulated samples of the muon jet pT and η
distributions is investigated by reweighting the inclusive muon jet spectra independently in
these two quantities to match that of data. The per-jet weights are then translated to the prel

T
calculation and the new templates are used to fit the muon jet data; this exercise indicates a
relative 4–8% effect on SFb for the various tagger operating points. Additionally, our choice
of muon selection criteria could influence the found SFb values; by making small but sensible
adjustments to these criteria, creating new prel

T shapes for data and simulation under these con-
ditions and re-fitting, one can get a measure of how sensitive the results are to these choices.
The impact of muon minimum pT choice has a 1–8% relative effect on SFb values. Similarly the
choices of minimum number of hits in the tracker for the muon candidate and the choice of ∆R
threshold for muon-to-jet matching together manifest themselves in a relative 2% effect on the
SFb values. Imprecision in jet flavor assignment in the simulated samples (up to 2% relative
effect) and the effect of additional pp interactions (up to 3% relative effect) were also studied.
Finally, the effect of mismodeling in the LF prel

T template from simulation was probed by exam-
ining one constructed from inclusive tracks in jets extracted from the data (Fig. 15); although
not 100% pure in LF, this sample is dominated by LF jets and offers a glimpse of such jets in the
data. This alternative LF prel

T shape manifests itself as a relative 3-5% effect on the SFb values.

The relative systematic error that we deduce from data in our analysis, averaged over the var-
ious taggers, is about 12%, but we prefer to quote the numbers given in Table 1 (averaging to
about 19%) to cover effects not yet studied at this early stage. These effects include a deeper
understanding of the impact of uncertainty in the prel

T shape for b and non-b jets, which can
only be revealed with pure calibration samples for each species that require significantly more

Untagged jets
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Figure 8: Measured b-jet cross section as a ratio to inclusive jet cross section. The NLO theory
and Pythia MC predictions are shown for comparison.

As part of the analysis, the b-tagged sample purity was estimated from data, using template fits
to the secondary vertex mass distribution, and the results were found to be in good agreement
with MC expectations, well within the 3% statistical uncertainty. This constrains the charm
mistag rate to within 20% of the MC expectation.

The b-tagging efficiency systematic uncertainties caused by the poorly known fractions of LO
and NLO production through flavor creation, flavor excitation and gluon splitting were found
to be less than 2% for a maximal±50% variation of the GS and FCR+FEX fractions, constrained
by studies of secondary vertex energy over b-jet energy.

The leading systematic uncertainties at pT > 30 GeV come from the b-jet energy scale relative
to inclusive jets (4–5%), from the data-based constraints on b-tagging efficiency (20%) and from
the mistag rate uncertainty for charm jets (3–4%) and for light flavor jets (≈ 1–10%).

Future improvements to the analysis can come from extending the pT range of the measure-
ment to higher pT, and from understanding the pT and y correlations of the systematics with
increased statistics for the data-driven measurements of purity and efficiency.

References
[1] S. Frixione, M. L. Mangano, P. Nason et al., “Heavy quark production”, Adv. Ser. Direct.

High Energy Phys. 15 (1998) 609–706, arXiv:hep-ph/9702287.

[2] D0 Collaboration, “Inclusive µ and b quark production cross-sections in pp̄ collisions at√
s = 1.8 TeV”, Phys. Rev. Lett. 74 (1995) 3548–3552.

[3] D0 Collaboration, “The bb̄ production cross section and angular correlati ons in pp̄

collisions at
√

s = 1.8 TeV”, Phys. Lett. B487 (2000) 264–272, arXiv:hep-ex/9905024.

[4] CDF Collaboration, “Measurement of the bottom quark production cross-section using
semileptonic decay electrons in pp̄ collisions at

√
s = 1.8 TeV”, Phys. Rev. Lett. 71 (1993)

500–504.

B-jets cross section
All jets cross section

R= ~2-3%

Inclusive jet measurement:
CMS PAS QCD-10-011



V. Chiochia (Uni. Zürich) – Heavy flavor physics with the CMS experiment - CERN - 11 October 2011

B jets: systematic uncertainties

53

7

The reconstructed MC has been processed through the same analysis chain as the data, and the

results have been compared to the MC truth results. This closure test found overall agreement

to better than 1% (10%) at pT > 30 GeV (pT > 15 GeV) and |y| < 2.0. The worse closure test

at low pT can be explained by the large size (more than a factor of ten at pT < 20 GeV) of the

b-tagging correction at low pT, combined with relatively poor MC statistics (10% uncertainty

at 10 GeV).
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Figure 6: Leading sources of systematics uncertainty for the b-jet cross section measurement at

|y| < 0.5 (top left) and at 1.5 ≤ |y| < 2.0 (top right), and for the ratio of b-jet and inclusive jet

cross section measurements at |y| < 0.5 (bottom left), and 1.5 ≤ |y| < 2.0 (bottom right). The

11% luminosity uncertainty is not shown.

4 Measurement
The measured b-jet cross section is shown as a stand-alone measurement in Fig. 7 and as a ratio

to the inclusive jet pT spectrum in Fig. 8. The inclusive jet NLO theory prediction is calculated

with NLOJet++ [24] using CTEQ6.6M PDF sets [25] and fastNLO [26] implementation. The
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Figure 6: Leading sources of systematics uncertainty for the b-jet cross section measurement at

|y| < 0.5 (top left) and at 1.5 ≤ |y| < 2.0 (top right), and for the ratio of b-jet and inclusive jet

cross section measurements at |y| < 0.5 (bottom left), and 1.5 ≤ |y| < 2.0 (bottom right). The

11% luminosity uncertainty is not shown.

4 Measurement
The measured b-jet cross section is shown as a stand-alone measurement in Fig. 7 and as a ratio

to the inclusive jet pT spectrum in Fig. 8. The inclusive jet NLO theory prediction is calculated

with NLOJet++ [24] using CTEQ6.6M PDF sets [25] and fastNLO [26] implementation. The
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Figure 1: J/ψπ+π− invariant mass spectrum in the region pt > 8 GeV and |y| < 2.2. The insert
shows the mass region around the X(3872). The solid line shows the result of the unbinned fit
to the mass spectrum, and the dashed curve shows the background component of the fit.
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X(3872)→J/c p- p+

State discovered by Belle in 2003 and later 
confirmed by BaBar, CDF and D0
Quantum numbers not well established and 
production mechanism unknown

From CDF angular analysis: JPC=1++ or 2-+. 
J=2 disfavored by radiative decays
Molecular D-D state?

State clearly observed in CMS data
We measured the yield ratio w.r.t. c(2S)
J/c candidates combined with two oppositely 
charged tracks with pT>0.7 GeV
Next steps: differential cross section and 
determination of prompt/non-prompt fractions
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pT(X)>8 GeV and |y(X)|<2.2

CMS-PAS-BPH-10-018
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• According to the Monte Carlo simulation, the efficiency for the successful recon-

struction of a single pion track with at least two pixel and five strip detector hits and

a transverse momentum of 400 MeV is about 70%. In a similar kinematic region,

the absolute uncertainty on the efficiency to reconstruct a single pion track success-

fully has been determined to be 3.9% [14]. For the pair of pions the uncertainty is

correspondingly larger. However, for the measurement of the cross section ratio,

the uncertainty on the track finding efficiency is expected to partially cancel. The

uncertainty on the ratio is conservatively estimated to be 4%.

A data driven technique that compares the yields for ψ(2S) → J/ψππ and ψ(2S) →
µµ is used to verify the pion pair efficiency and acceptance obtained from simula-

tion. The yields extracted from the data are corrected for the known branching ratios

and for differences in acceptance and efficiency for muons from J/ψ and ψ(2S). The

obtained result is consistent with the value obtained from the Monte Carlo simula-

tion.

• Variations of the non-prompt fractions of X(3872) and ψ(2S) to 20% and 40% result

in differences as large as 6% with respect to the nominal assumption of non-prompt

fractions of 30%.

• The production mechanism of the X(3872) is unknown. The pt dependence of the

result is evaluated by reweighting the prompt X(3872) pt distribution such that

possible discrepancies between the data and the simulation are covered, and the

reweighted spectra are used to derive the corrections. Half of the maximum differ-

ence between the standard result and the results from the variations is assigned as

systematic uncertainty. It amounts to 3.5%

• The uncertainty introduced by finite Monte Carlo statistics is determined to be 1.8%.

The largest impact comes from the determination of the efficiency and acceptance of

the pion pair.

In the kinematic range under study, the trigger selection efficiency for both the X(3872) and

ψ(2S) is very high and, in the ratio, the uncertainty originating from the trigger selection is

negligibly small. In total, the relative systematic error on the cross section ratio is estimated to

be 10%, about half the size of the statistical uncertainty. A reduction of systematic uncertainties

will be possible for future measurements.

5 Result
The acceptance-corrected ratio of yields, i.e. the ratio of production cross sections, is deter-

mined from the ratio of the numbers of X(3872) and ψ(2S) candidates as given by the un-

binned log likelihood fit, NX(3872) = 548 ± 104(stat.) and Nψ(2S) = 7346 ± 155(stat.), applying

the global correction factor for the acceptance and efficiency of 0.872, as described above.

The ratio of production cross sections

R =
σ(pp → X(3872) + anything)× BR(X(3872) → J/ψπ+π−)

σ(pp → ψ(2S) + anything)× BR(ψ(2S) → J/ψπ+π−)

for pp collisions at 7 TeV, in the kinematic region pt > 8 GeV and |y| < 2.2, is measured to be

R = 0.087 ± 0.017(stat.)± 0.009(syst.),

where the first error refers to the statistical uncertainty of the data and the second error contains

the sum of all systematic uncertainties, as described above, added in quadrature.
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xc observation in radiative decays
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Observation of xc states in radiative decays to J/c g

Low momentum photons reconstructed with conversion in the silicon tracker
Excellent mass resolution. Can resolve 45 MeV mass separation.
Next steps: xc2/xc1 cross section ratio vs. pT 

CERN-CMS-DP-2011-011
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