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•  ATLAS topology and service configuration with AGIS	

•  Site Status Board as main entry point for sites and cloud 

squad	

•  Monitoring dashboards for data processing and data 

transfer	

•  FTS monitoring	

•  Automation	

•  Conclusions	
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ATLAS topology	


ATLAS Grid Information System provides 
aggregated view of:	

•  site resources (storage and data processing) information 

collected from GOCDB/OIM + BDII merged with ATLAS 
specific information (spacetokens, groups areas, 
pandaqueue definition, etc) 	


•  ADC services configuration	

–  Cloud contacts responsible to communicate/fill properly their cloud 

data	

–  Configuration for DDM, pilot factories, Frontier/Squid, dashboards	

–  Mapping between Panda and DQ2 and GOCDB/OIM, 	

–  mapping between Computing Element and PandaQueues	


ü AGIS gui (under construction) provides a view of this topology	

19 May 2012	
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Overview of ADC monitoring	


http://adc-monitoring.cern.ch/ : for Experts, 
Management, Shifters, Cloud Squads and Sites	


19 May 2012	


The focus in this presentation is on the tools for Cloud Squads and Sites	
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Monitoring entry point	


•  For Cloud squads and sites:	

–  ATLAS Site Status Board	


ü Newly deployed “Cloud View”	

–  N.B. Cloud squads are the primary contact between ATLAS and 

sites!	


19 May 2012	
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Job Monitoring	


•  Panda Monitor, Task Monitoring and Historical Views	


19 May 2012	


Historical Views: 	

Resource Utilization, 
T0+T1s+T2s, with 
pledges	


N.B.: HS06 information 
taken from Rebus, sites 
please check that proper 
information is published 
(we observe a few sites 
publishing strange data)	
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DDM Dashboard	

•  Matrix view of Data Transfers	


–  Now easy way to identify site issues	

–  Easy to disentangle source or destination errors	


19 May 2012	
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FTS Dashboard	

•  Common project for all the VOs!	


–  It will be possible to have the global view	


19 May 2012	
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Automation	

ATLAS efforts are to automate repetitive operations as much as 
possible. Automatic exclusion and inclusion of resources: 	

•  Analysis and Production functional tests of sites (with Hammer 

Cloud):	

–  Sites failing are automatically excluded from analysis or production	


•  Downtimes	

–  Outage Downtimes (both Scheduled or Unscheduled ) information are used to exclude sites 

from activities: Data Transfer, Data Processing and Data Analysis	

•  Space information	


–  Sites are excluded from DT when available space in specific spacetokens is close to zero	

•  Still some sites (especially Storm sites) do not publish correct info in the BDII.	


•  Storage Functional Test via SAM	

–  Under development: exclude endpoints failing SRM SAM tests with spacetoken granularity	


19 May 2012	


Usability and Reliability Views in the SSB: 	

overview of the status of sites	
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Summary	

ü ATLAS primary communication channel with sites are 

the Cloud Squads	

–  Feedback to ADC Coordination from Sites are welcome!	


•  Main monitoring entry point for Cloud Squads and Sites 
is the ATLAS Site Status Board	

–  TEG Operations preliminary outcomes: Site View	


Ø  Sites should verify the publication of their resources	

–  Both in terms of space (in the BDII) and processing resouces 

(HS06 in Rebus)	

!  Automation of Operations: ongoing efforts	


–  Other experiments could benefit of the ideas!	


19 May 2012	



