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el OSG Roots: “Trillium Consortium”

» Trillium = PPDG + GriPhyN + IVDGL
¢ PPDG: $12M (DOE) (1999 — 2006)
¢ GriPhyN: $12M (NSF) (2000 — 2005)
¢iVDGL:  $14M (NSF) (2001 — 2006)
¢ Large science experiments (HEP/LHC, LIGO, SDSS)

» Total ~150 people with many overlaps between projects
¢ Universities, labs, foreign partners

» Historically, a strong driver for funding agency collaboration
¢ Inter-agency (NSF — DOE) + intra-agency (Directorate — Directorate)

» Coordination vital for meeting broad goals
¢ CS research, developing/supporting Virtual Data Toolkit (VDT)
¢ Multiple Grid deployments, using VDT-based middleware
¢ Deployment of Grid3, a general purpose, national Grid
¢ Unified entity when collaborating internationally
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Scale of OSG Resources & Services Set by
Large Hadron Collider (LHC) Expts.

#* 27 km Tunnel in Switzerland & France
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Open Science Grid

LHC: Beyond Moore’s Law

LHC CPU

Requirements
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LHC Global Data Grid (2007+)

» 5000 physicists, 60 countries
> 10s of Petabytes/yr by 2008
Online » 1000 Petabytes in < 10 yrs?

System [™~__
150 - 1500 MB/s CERN Computer
Center
10-40 Gb/s

Tier 3

Tier 4 Physics caches PCs o o o
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LIGO Grid

» LIGO Grid: 6 US sites + 3 EU sites (UK & Germany)

Birmingham®

=Cardiff

* LHO, LLO: LIGO observatory sites
* LSC: LIGO Scientific Collaboration
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S Common Middleware: Virtual Data Toolkit
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VDT: Package, test, deploy, support, upgrade, troubleshoot
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i VDT Growth Over 4 Years (1.3.10 now)
www.griphyn.org/vdt/
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Grid3: A National Grid Infrastructure
» October 2003 — July 2005
> 32 sites, 3,500 CPUs: Universities + 4 national labs
> Sites In US, Korea, Brazil, Taiwan
>App||cat|ons In HEP, LIGO, SDSS, Genomics, fMRI, CS

(o UWMilwaukee
DWhMadisonCMS » UBuffalo-CCR BU_AGT_Tier2

UM_ATLAS Buy_ATLAS_Tier2 -
Ulowa = FNAL_CMS3 BNL_ATLAS_1
Purdue-Physics & o UC_ATLAS_Tier2 ®
oo i yIU_ATLAS_Tier2 A
Purdue-ITaF [y ANL Jazz  PSU_Grid3
JHopkins
' @ Vanderbilt-grid3 -
- HAMPTONU
- UNM_HPC o 08 RGER

"% . UTA-DPCC & ® SMU_ATLAS
& Rice-Grid3- - > -
> UFlorida- Grid3
» UFlorida-PG

& FllJ; CHEPREO
3

www.ivdgl.g/gridS
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Grid3 Lessons Learned

» How to operate a Grid as a facility
# Security, services, error recovery, procedures, docs, organization
¢ Delegation of responsibilities (Project, VO, service, site, ...)
# Crucial role of Grid Operations Center (GOC)

» How to support people < people relations
¢ Face-face meetings, phone cons, 1-1 interactions, mail lists, etc.

» How to test and validate Grid tools and applications
¢ Vital role of testbeds

» How to scale algorithms, software, process
& Some successes, but “interesting” failure modes still occur

» How to apply distributed cyberinfrastructure
& Successful production runs for several applications
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caed - Open Science Grid: July 20, 2005

- VO based: Partnership of many organizations

- Production Grid: 50+ sites, 21,000 CPUs “present”
(available but not at one time)

= Sites In US, Korea, Brazil, Taiwan
- Integration Grid: —15 sites
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GridCat Status Monitoring

o GridCat
==

Open Science Grid Service: C2 = Compute Service, 35 = Storage Service, W2 = Web Service GEAT

[ I
WORLD [ Us | 6518 | SAMERICA | EUROPE

NTU
{sINICa Thu Mar 30 0d:36:71 GHT 2006
T T T T T T I T
tnap: |U.S.+Asia+SAmerica bt
Tte 27 of 57 <P sort by | Service v | ENtHEs per page: FIEW: | Summary v
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Open Science Grid

ACDC Grid Dashboard

ACDC GRID DASHBOARD
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Open Science Grid
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| 0SG Operations Snapshot (24 Hr)

Open Science Grid
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OSG Operations Snapshot (30 Day)
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Open Science Grid

Registered VOs
(incomplete)

[VO Name [VO URL |
|@ Hhtlp:fhvww-cdf.ﬁml.gov |

DES https://www darkenergysurvey .org/

hitp://www-d0 fnal.gov/

IIMRI  |http://grid dartmouth edu

aeantd www .cern.ch/geantd

|GRA SE Hhtlp:ﬂosg .ccr.buffalo.edu/grase |

GROW  ||http:/fwww.niowa.edu/~grow/

IVDGL  ||hap:/fwww . dvdgl.org

http:/fwww.ivdgl.org/~ivdgl/mis-vo-privilege .html

MIS

SDSS http:/fwww .sdss.org
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s Creating & Registering a VO With OSG

» To form a Virtual Organization (VO) that participates in the Open
Science Grid one needs the following:

1. a Charter statement describing the purpose of the VO. This should be
short yet concise enough to scope intended usage of OSG resources.

2. at least one VO participating Organization that is a member or partner
with the Open Science Grid Consortium.

3. a VO Membership Service which meets the requirements of an OSG
Release. This means being able to provide a full list of members' DNs to
edg-mkgridmap. The currently recommended way to do this is to deploy
the VDT VOMS from the OSG software package.

4. a support organization (called a Support Center in OSG parlance) that
will support the VO in OSG Operations. The Support Center should
provide at least the following:

m a written description of the registration process,

m instructions for the members of the VO on how to complete the VO
registration process,

m instructions for the members of the VO on how to report problems
and/or obtain help.

5. completion of the registration form located here using these instructions
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Vo Support Matrix
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OSG Integration Testbed

>Test, validate new middleware & services
>Test, validate new applications
>Meets weekly (hlghly dynamic member3|)

FMAL CMSTI1_TEST “'N-—\L DDS ._ UM ATL-\S

UBuffalo-CCR-ITB
FNPCG @ UC Terapsgr. ¥ Ubuffalo

ANL HEP
_ IUPUIITB ®
Wotuathas )y waLLABY BNL_0SG_Testl

» OUHEF_ITB :
! DUKE-HEFP

TTU-TESTWULF

& F5U-05GDEY
Grid Cat
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OSG Organization

Contributors
Universities
Laboratories

Sites

Service Providers
VOs

Researchers
Computer Science
Grid Projects

Partners
Campus Grids
EGEE
TeraGrid

Executive Team

—> Linereporting

e Advisory

Contributing &
& = * |nterfacing,
__ (MOQOUs, etc)
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OSG Consortium "\ ~
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Scientific Advisory Group

OSG Users Group
Applications Coordinator

Program
Oversight
~
~
..... > OSG Council
Council Chair
., Executive Board
0..A

Finance Board
Resources Manager

OSG Facility

Facility Coordinator
Engagement Coordinator
Operations Coordinator
Middleware Coordinator
Security Officer

Projects
Project Managers
Resource Managers

Executive Director

Applications Coordinator
Education Coordinator
Facility Coordinator
Resources Manager

Council Chair
Engagement Coordinator
Middleware Coordinator
Operations Coordinator
Security Officer
Liaison to EU Grid Projects
Liaison to TeraGrid/USGrid
Projects
Project Technical Managers
Contributor Technical Managers
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@ Stakeholder —_—

Open Science Grid 5 4 Middleware P ro C e SS fO r

Readiness plan

\\}/ Deploying New
OSG Service

Opsrations
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WO & other !
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Releass
Candidate
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Releass
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{caches)
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& configs
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Documentation
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OSG Participating Disciplines

Computer Science Condor, Globus, SRM, SRB

] LIGO, Nuclear Physics, Global Grids
PhySICS Tevatron, LHC
Astrophysics Sloan Digital Sky Survey
Nanoscience NanoHUB @ Purdue
Bioinformatics Argonne GADU project BLAST, BLOCKS, gene

sequences, etc

Dartmouth Psychological & | Functional MRI
Brain Sciences

Comp. Chemistry ChemGrid

University campus »CCR (U Buffalo)
>GLOW (U Wisconsin)

Resources, portals, apps >TACC (Texas Advanced Computing Center)
>MGRID (U Michigan)
>UFGRID (U Florida)

»Crimson Grid (Harvard)
»FermiGrid (FermiLab Grid)




Open Science Grid

OSG Grid Partners

TeraGrid - “DAC2005”: run LHC apps on TeraGrid resources
- TG Science Portals for other applications
- Discussions on joint activities: Security,
Accounting, Operations, Portals
EGEE - Joint Operations Workshops, defining mechanisms

to exchange support tickets
- Joint Security working group

- US middleware federation contributions to core-
middleware gLITE

Worldwide LHC
Computing Grid

- OSG contributes to LHC global data handling and
analysis systems

Other partners

- SURA, GRASE, LONI, TACC

- Representatives of VOs provide portals and
interfaces to their user groups

DOSAR Workshop (March 30, 2006)
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S Example of Partnership:
WLCG and EGEE

Governance ________
28 Collaboration y oL ' Interim Executive Board
LCG Grid Deployment Area  ----- =" ---%  Storage :
‘—f_- : -
S
LCG-GDB Network Group  ------- Networks === '
Joint Security and Policy Working Group ---------- : N ! | Council |
EGEE JRAS3, Security Middleware __ ~~~----" e Security T
EGEE gLITE el :.
L Policy g
“-—ﬂ-__- i
LCG Grid Deployment Area_-~-----------= Monitoring & --------
Information .
Glue Schema S— i
_ Support -~ -
Centers E
LCG and EGEE Operations -~~~ S— :.
Education ~—~------
‘-_._._—l-""'—_
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Open Science Grid

OSG Activities

Blueprint Defining principles and best practices for OSG
Deployment Deployment of resources & services
Provisioning Connected to deployment

Incidence response

Plans and procedures for responding to security
Incidents

Integration

Testing & validating & integrating new services
and technologies

Data Resource
Management (DRM)

Deployment of specific Storage Resource
Management technology

Documentation

Organizing the documentation infrastructure

Accounting

Accounting and auditing use of OSG resources

Interoperability

Primarily interoperability between

Operations

Operating Grid-wide services

DOSAR Workshop (March 30, 2006)
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Networks
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Evolving Science Requirements for Networks

=
(DOE High Performance Network Workshop)

Today 5 years 5-10 Years Remarks
Science Areas | EndZEnd End2End End2End
Throughput | Throughput | Throughput
High Energy 0.5 Gb/s 100 Gb/s 1000 Gb/s High bulk
Physics throughput
Climate (Data & | 0.5 Gb/s 160-200 Gb/s | N x 1000 Gb/s High bulk
Computation) throughput
SNS Not yet 1 Gb/s 1000 Gb/s + Remote control
NanoScience started QoS for Control | and time critical
Channel throughput
Fusion Energy 0.066 Gb/s 0.2 Gb/s N x 1000 Gb/s Time critical
(500 MB/s (500MmB/ throughput
burst) 20 sec. burst)
Astrophysics 0.013 Gb/s | N*N multicast 1000 Gb/s Computational
(1 TB/week) steering and
collaborations
Genomics Data | 0.091 Gb/s 100s of users 1000 Gb/s + | High throughput
& Computation (1 TB/day) QoS for Control and steering
Channel

See http://www.doecollaboratory.org/meetings/hpnpw/ | 2




UltraLight

Integrating Advanced Networking in Applications

http://www.ultralight.org

m etherLight
:
2.5 Gbps (via Abilene) D StarL|ght . - | - =
KEK Caltech PoP :@
(SLAC, .
622 Mb \
” (Caltechy @
"&\}.FIU)
ANet
’ 622 Mbps
“UER)

UltraLight backbone (Native 10 GE)
- Connectivity to UltraLight's backbone (POS 10 Gbps) 10 G b/S+ netwo rk

Partne‘rssites ° CalteCh, UF, FIU, UM, MIT
® Peersites - SLAC, FNAL

e Int’l partners
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Training
Outreach
Communications
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Grid Summer Schools

» June 2004: First US Grid Tutorial (South Padre Island, Tx)
¢ 36 students, diverse origins and types

» July 2005: Second Grid Tutorial (South Padre Island, Tx)
¢ 42 students, simpler physical setup (laptops)

> June 26-30: Third Grid Tutorial (We Island, Tx)

» Reaching a wider audience
¢ Lectures, exercises, video, on web
¢ Students, postdocs, scientists
¢ Coordination of training activities
¢ More tutorials, 3-4/year
¢ Agency specific tutorials

~ R Workshop (March 30, 2006) Paul Avery 31
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Grid Technology Cookbook

A guide to building and using grid resources

Open Science Grid

g

Current Timetable (2005 — 06)

™ Acknowledgements

™ Preface
® Introduction *Outline Development, Vetting September-October
B What Grids Can Do For o
vou *Assemble Writing Teams October-December
™ Grid Case Studies
» Technology For Grids *Develop Web Structure November-December
B Standards & Emerging -
Technologies *Writing Process Underway November-March
L Pro%ramming Concepts ) . .
& Challenges *Material Edited and Entered = December-April
@ Building Your Own Grid
B Installation Procedure Review of First Draft May
Examples
R : :
Typical Usage *Edits to First Draft Entered Early June
® Practical Tips *Review of Final Draft Late June
B Glossary
» Appendices *Release of Version 1 July 2006
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sl QuarkNet/GriPhyN e-Lab Project

Cosmic Ray Collaboration

http://quarknet.uchicago.edu/elab/cosmic/home.jsp

T,
Spending all your time in a shower?

When you're sleeping or sitting in class, cosmic rays shower the earth and everything on Password:

it. F —
| Login |

What are cosmic rays?
MNeed login info?

Where do they come from ? Ask your teacher.
) Working on your own'?
Where do they hit? Contact guarkneti@fnal.gov.
Some cosmic rays have so much energy that scientists are not sure where they come
from. A number of reseach projects are looking at this question. To explore our website
Who are we? 1Lnpe

ofown|ibyiel
We're a collaboration of high school students and teach 397\2 bp ¢ I£ I

cosmic ray data to answer some of these questions. W (CO2QIIC
scientists to provide cutting edge tools that use grid tec
graphs, and posters and collaborate with other students|

Who can join?

You! Think about steps you'd take to investigate cosmid
started? What do you need to know? Can you collect ar

2CIUfI[|95O12

2A2[Gw/ 1 - “'-i'l?']FP.‘:TﬁT‘T.?‘;
poziflouiud ces0e2230575
GI0P9I DVO" Boqu YOR0O2Y34183i

/U NN VYV U IV IV Ul WYy vVY) 1w




CHEPREO: Center for High Energy Physics Research
and Educational Outreach
Florida International University

Physics Learning Center

CMS Research
Cyberinfrastructure

WHREN network (S. America)

>

www.chepreo.org

Funded September 20

$MPS, CISE, EHR, INT




Background

» World Summit on Information Society

» HEP Standing Committee on Inter-
regional Connectivity (SCIC)

Themes

» Global collaborations, Grids and
addressing the Digital Divide

» Focus on poorly connected regions
» Brazil (2004), Korea (2005)

J’;:
. ‘-r“.h{g”l;

P fa i

Atapu

M M g, i i
.....

Pl PV . VI W g, N
B St TN

httpﬂohepkmmh*fHEPBG%(}SJ'
The Center for High Energy

‘ P wfgpeokl‘fubom mwutqm 02-701, Korea
Fm: +82-53-955-5356 @
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Open Science Grid

Science Grid Communications

SCIENCE GRID

THIS WEEK

ABOUT SGTW | SUB

Broad set of activities
» (Katie Yurkewicz)
»News releases, PR, etc.
»Science Grid This Week
»0OSG Monthly Newsletter

CalendarfMeetings

Feature Story

March

7-8, Second CLEAMNER All-Hands
Meeting, Arlington, Wirginia

g-10, GridChermn Workshop:
Distributed Cornputational Chemistry

{on the Grid), Austin, Texas

www.interactions.org/sgtw

15-15,1 E 06: International
Syrmnposium on Secure Software
Engineering, Washington, D.C.

26-28, PRAGMA 10! Pacific Rim
Applications and Grid Middleware
Assembly Tenth Workshop,
Townsville, Queensland, Australia

Full Calendar

DOSAR Workshop (March 30, 2006)

1age of the Week

Indian President A.P.]. Abdul
Kalam using YRY¥S at CHEPOG.
{Click on image for larger
version.)

Image Courtesy Ehitioe Galvez

0n Feburary 17, Indian President
A.P.J. abdul Kalam visited the
Computing in High Energy and
Muclear Physics {CHEPOG) conference
in Mumbai, India, The President's
speech to the conference highlighted
arid cormnoutina.in India and ground

Simulating Supersymmetry

construckion,
Imnaga 8 CERN

One of the discoveries eagerly
anticipated by particle physicists
working on the world's next particle
collider is that of supersymrmetry, a
theoretical lost syrmetry of nature,
Supersymmetry, often called SUSY,
predicts the existence of a
superpartner particle for every
known particle.

Why the big hunt for SUSY's
"sparticles"? Recent experiments
hawve suggested that most of the
matter in our universe is not made of
farniliar atorns, but of some new sort
of "dark matter." Discovering a
hidden world of sparticles will shed
light on the nature of this dark
rmatter, connecting observations
performed at earth-based
accelerators with those performed by
astrophysicists and cosmologists,

Physicist Sanjay Padhi, a Chancellor
Fellow at the University of
Wisconsin-Madison, searches faor
SIUSY using the ATLAS detector at
the Large Hadron Caollider, Although
the LHC and ATLAS won't start
collecting experirnental data until
2007, he and his colleagues are
already hard at wark qenerating the

Y R O S T T |

BBC Project Takes on Climate
Change

Image Cowrbesy Climatepradickion net

It seems like new distributed
cormputing projects are popping up
every day, and it seems like the
world is catching on to the
possibilities made possible by
harnessing the power of thousands of
connected PCs, Case in point: Last
rmonth, the British Broadcasting
Corp, teamed up with
ClirnatePrediction.net to launch a
distributed computing project that is
running, initially at least, concurrent
with the channel's "Climate Chaos"
season of programming.

Dubbed the "BBC
Clirmate Change
Expenment,” this

project, according to
ClirnatePrediction.net chief software
architect Carl Christensen, is a little
different than other similar projects.
Unlike other distributed cormputing
experiments where user cormputers
will perform a "warkunit" befare
moving on to another task,
computers on the BBC experiment
run the entire climate model—from
start ta finish. The experiment takes
three months "on the fastest PCs out
there today," he said, whereas tasks
on other projects can be completed
in a matter of hours,

There is a twofold reason for this
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Operations Report

The Cperations
teamn provides a
bi-weekly repaort
to the Council to
keep therm up to
date and to bring
issues to the
table for
discussion, Here
are a few iterns
frorm recent postings,

With CMS and ATLAS increasing their
number of submitted jobs to a site,
several scaling problems have
arisen, These issues are being
addressed by extensions to Condor
and Condor-G, and with the Globus
software which 1s run on the head
node for the job-rmanager,

More than 45% of sites have
uparaded to OSG 0.4.0, and 26% are
reporting to the Monalisa (ML)
accounting, The daily usage reports
are based on ML, so while it remains
an optional component, if you want
your site to be included in the
accounting you will need to install
and configure it, The operations team
will be happy to help with this.

The education project MARIACHI and
L

RN

From the Executive Director

Dear OSG Consortium and Friends,

I am very pleased to announce that Bill Kramer has been
selected by the Council as its new chairperson. As head of §
the MERSC computing center, Bill brings a wealth of
experience and understanding to our program, and we
are already keeping him busy, As one of the new
applications coordinators, Frank wiarthwein continues to
be part of the 0SG's core team and we will continue to
benefit from his contributions and insights, I ook forward
to working with each and every member of the Executive
Board,

At the beqginning of this rmonth we submitted the OSG program of work as an
unsalicited proposal to the NSF's Mathematical and Physical Sciences
Directorate, and we are in the process of submitting the same proposal to the
DiOE SciDAC-2 program. The proposal focuses on three key areas; the OSG
facility; education, outreach and training; and science-driven extensions.

The Consortium meeting saw the presentation and discussion of many
aspects of the use and provisioning of the facility, including the contents and
schedule of the next two O5G releases and WDT 1,3.10. The local
organizers—Paul Avery, DeeDee Carver and Jorge Rodriguez—did a superb
job. CMS is ramping up 25G activity once again and DZero 1s validating one
site at a time to run SAMGrd-based reprocessing jobs, Mike Wilde i1s working
with Soma Mukheriee and UTE on the logistics and schedule for this year's
summer school; please contact him if vou are interested in contributing.

Sincerely,
Ruth Pordes, OSG Executive Director

Applications - Reprocessing DD Data

F17.07 Events 1411

P170% Events 140% —
F17.0% Events i

Hlcmmed =

Sites e R —T Y e i — P S .Y R )

Feprocessing status as of February 20,
[Click on irmage for larger wersion. )

DO's |atest reprocessing of its Run IIa data used several OSG sites, which
together processed moare than 10 million events, D0 has used resources from
collabaorating institutions for several vears for reprocessing, since their
Ferrilab resources are busy processing newly collected data and Maonte Carlo
simulations are always ongoing. The addition of 02G and LCG resources
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open s i OSG Consortium Meetings

» July 20, 2006: University of Wisconsin, Milwaukee
¢ Kickoff meeting, ~100 attendees
¢ Focus on getting off the ground with running jobs

» January 23, 2006: University of Florida (Gainesville)
¢ —~110 people

& Partnerships, organization, funding, operations, software
Infrastructure

» August 21-24, 2006: University of Washington (Seattle)
»January, 2007: TACC

DOSAR Workshop (March 30, 2006) Paul Avery 39



Jan. 23-25 OSG Meeting

Monday January 23, 2006

19:00 am [welcame & Status of 050G |Paul Avery, University of Florida |
19:30am [mstrophysics |Kent Blackhurn, Caltech |
19:50am (Biginfarmatics |Dina Sulakhe, AML - Mark Green, University at Buffalo |
110:10am [mecelerator Physics |Amber Boehnlein, Fermilab |
110:30am [operations Applications |Leigh Grundhoefer, Indiana University |
110:50am |BREAK |union Lobby |
111:20 am [Partals and Campusiather Grid Communities |sehastien Goasguen, Purdue University |
[11:40 am [wioridwide LHG Computing Grid |Les Rabertson, CERM |
112:00 prn [TeraGrid Interoperability |Dane Skow, UChicago/ANL |
112:20 [REMNCI |Alan Blatecky, RENC |
[12:40 |LUNCH [Union Labby

11:30 pm [zEON |Chaitan Baru, SDSC |
11:50 prn Gridchem \Jahn Connolly, Center for Camputational Science |
12:10 pm [University of Florida Grid |Charles Taylor |
12:30 pm |SURA |Gary Crane, SURA |
12:45 pm ([Mew vark State Cyberinstitute |Mark Green, University at Buffalo |
13:00 prn [GLow [Miron Liviy, University of Wisconsin Madison |
3:15 pm [HIPCATTIGRE |Jay Boisseau, TACC |

[3:30-4:00 pm  [BREAK

I |Physics Building |

1430 pr [security Repart |Bah Cowles,, SLAC |
510 prm [Intraduction of 0SG Security Officer [Don Petravick, Fermilab |
5:20 pm |Prapased Security Genter for Enabling Technalogy |Deh Agarwal, Brian Tierney, LBNL |

|

|5:5EI—1 0:30 pm ||Securihf Frogram of Yark

| al
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Grid Project References

»Open Science Grid »UltraLight

¢ Www.opensciencegrid.org ¢ www.ultralight.org
»Grid3 »Globus

¢ www.ivdgl.org/grid3 ¢ www.globus.org
>Virtual Data Toolkit »Condor

& www.griphyn.org/vdt ¢ Www.cs.wisc.edu/condor
>GriPhyN >WLCG

& www.griphyn.org ¢ www.cern.ch/lcg
~iVDGL ~EGEE

. ¢ WWWw.eu-egee.org

¢ www.ivdgl.org
>PPDG

¢ www.ppdg.net
»CHEPREO

¢ www.chepreo.org
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& | Sloan Digital Sky Survey (SDSS)
Using Virtual Data in GriPhyN

getTargetRegion getBufferRegion : 5 o
target(1).fit v : i - .
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