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OCHEP Tier 2 Hardware

• 40 Node (80 CPU) 3.2 GHz Xeon-

64, with 4 TB storage

• All hardware in place and installed

• ROCKS 3.3 installed on cluster

• IBRIX almost configured

• OSG middleware and DDM in-

stalled, but not configured yet

• To be used for PanDA production

and OSG integration

• New hardware will be added as

funds become available
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Other OUHEP and LUHEP Resources

• OUHEP: 16 Node (21 CPU) ≈ 2 GHz PIII/P4, 4.5 TB storage

◦ OSG Production site, OSG Integration site, SAMGrid

Execution site, OUHEP SAM station, OSG SAM station, and

DDM site service

◦ Used for ATLAS PanDA and DØ SAMGrid production, OSG

and SAMGrid integration testing, and local theory calculations

• LUHEP: 10 Node (15 CPU) ≈ 2 GHz PIII/P4, 2.5 TB storage

◦ SAMGrid Execution site and SAMGrid Submission site

◦ Used for DØ SAMGrid production
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Other OU Resources

• Current OSCER cluster, boomer: 135 Node (270 CPU) 2 GHz

Xeon, 5 TB storage; used for DØ MC production and data

processing

• New OSCER cluster, topdawg: 512 Node (1024 CPU) 3.2 GHz

Xeon-64, 10 TB storage, will also be used for Tier 2 computing

as available

• Then take over boomer for primary DØ data processing
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Outlook

• Making good progress

• Much more to do

◦ Bring ATLAS Tier 2 cluster online for OSG and PanDA

operations – hopefully by the end of this month

◦ Start utilizing new OSCER cluster

◦ Continue SAMGrid/OSG integration activities

(OUHEP/OSCER)

◦ Take over boomer to do primary DØ data processing, but

continue to use for ATLAS computing as available

◦ ***
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