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Experiment CERN
o MOTIVATION L

* Every experiment does evaluation of the site
status and experiment activities at the site

* As arule the state of the site is exposed through
experiment-specific monitoring systems

* Too many information sources, different entry
points, different implementation

* The information published by the VO-specific
monitoring systems should be integrated in a
high level site-centric tool which offers a generic
view of the computing activities of the LHC
experiments at the site.
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Xperi CERN
werr . HISTORY 1

Department

e SiteView development started in 2009
* First prototype ready by spring 2009

* It suffered from the instability of the

collectors and lack of the LHC VO topology
descriptors

* In the end of summer 2009 it was completely
redesigned. Common implementation with
Site Status Board
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croor " INFORMATION SOURCES “™IT

Over last years progress in decreasing of number of various information sources

ALICE VO feed MonAlisa MonAlisa MonAlisa
ATLAS VO feed SSB Job monitoring DDM
Dashboard Dashboard
(Soon WLCG
Transfer
Dashboard)
CMS VO feed SSB Job monitoring Phedex
Dashboard (Soon WLCG
Transfer
Dashboard)
LHCb VO feed SUM Dirac Dirac
(Soon new (Soon WLCG
Dirac site Transfer
monitoring) Dashboard)
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suror . SITEVIEW CURRENT STATUSIT ...

* SiteView collects: global site status, job monitoring information and
transfer monitoring information

*  From the implementation point of view SSB and SiteView is the same
system (DB schema, collectors , Ul)

* Recently many improvements done in SiteView :

-Collectors became stable, alarms are raised in case any of collectors is stuck

- Thanks to appearing of VO-feeds in most cases the problems with inconsistent site names
(GOCDB-experiment site name mapping) are solved

- ATLAS and CMS share many underlying monitoring systems : SSB, Dashboard job monitoring
applications

- The underlying monitoring systems like ATLAS DDM Dashboard, Phedex
had improved over last two years (Phedex data service)

- When new FTS version is deployed to all T1 sites there would be a common monitoring system for
data transfers shared by CMS, ATLAS and LHCb which could be used as a source for SiteView

e So far is used mainly for dissemination purposes
(runs behind WLCG GoogleEarth ).

Not actively used for operations
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Experiment

e CURRENT METRICS (1) “™IT

e QOverall status

- CMS and ATLAS: as defined in the SSB shifter view (realistic but
not necessary all metrics are under site responsibility and not all
of them are comprehensive to the sites)

- ALICE: based on the status of the critical services as published in
MonAlisa

- LHCb: based on critical SAM tests ( does not provide complete
picture, all tests are OK, but the site is banned, why?)

LHCb is validating new site monitoring system which will define
two statuses for the site, one takes into account only things which
are under site responsibility, another one defines overall usability
of the site from the LHCb perspective

Should this strategy be applied for all experiments in order to
disentangle site-related problems from the problems of other
nature?
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e CURRENT METRICS (2) “™IT

* Job monitoring (where possible split by activity
analysis, production, tests, etc...):

- # of running jobs, average per hour

- success rate (1,4,24 hours) as ratio of successful
jobs to all accomplished jobs

- CPU and wall clock consumption
e Data transfer (in and out)
- average transfer rate over last hour

- success rate as ratio of successfully transferred
files to all transfer attempts over last 4 hours
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eror™ VISUALIZATION (1) TN e

@Siteview Gridmap
Treemap visualization
INFN-TE > Per-site snapshot view

Legend:

generalATLAS

Mormal
Degraded Error
job_processing/ATLAS
Msintenance Inactive
(Colors fade as measurements become

older)

uzer_analysis

user_analysis

Tue Feb 07 2012 10:07:00 GMT+0100
status: -
Name | Value | Status |Target|Go to]
Running jobs (average over the last hour) 2339 jobs | good URL
Completed jobs over the last hour 2 jobs URL
Successfully completed jobs over the last hour 2 jobs URL
Wall time for jobs completed over the last hour 522 seconds URL
N CPU time for jobs completed over the last hour 301.90000000000003 seconds URL
Oldest Measurement: Over 4 minutes ago completed jobs over the last four hours 1619 jobs warning URL
Successfully completed jobs over the last four hours 681 jobs warning URL
Wall time for jobs completed over the last four hours 3904015 seconds warning URL
CPU time for jobs completed over the last four hours 3597736.59 seconds warning URL
Siteview ATLAS CM5S LHCb ALICE
User Guide Site Status Board Site Status Board Site Status Board Site Status Board
Dashboard Homepage DDM Dashboard Job Dashboard Running Jobs (Dirac) Job Status (ALIMonitor)
Panda Monitoring PhEDEx (Production) Storage Usage T0/T1 (Dirac) Transfer Status (ALIMonitor)
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Experiment : CERNIT

Support G N 2) Department

. ATLAS e LHCb e CMs S ALICE e
Click on a 0 : 0 .
A A & &
Ll o
AGLT2 given site to nia nia nia
AMDE4.PSNC.PL nia nia ok
see 24 hours
ANL h. nia nia nia
ANLASC I St o ry nia nia
Australia-ATLAS nia nia
pNE . SiteView SSB-like
-
BEgrid-ULB-\UB n'a n/a ok
o o all sites snapshot page
BelGrid-UCL n/a nia error
BELLARMINE-ATLAS-T3 ok nia nia
BGO1-IPP nla error nia nia
BGO4-ACAD nia nia nia nia
BGO5-SUGrd nia ok nia nia
BMHL-ATLAS ok nia nia nia
Brandeis-Atlas-T3 ok nia nia nia
brown-cms nia nia ok nia
BUDAPEST nia nia ok ok
BU_ATLAS Tier2 ok nia nia nia
BY-NCPHEP nia nia €rror nia
CA-ALBERTA-WESTGRID-T2 ok nia nia nia
CA-MCGILL-CLUMEQ-TZ ok nia nia nia
CA-SCINET-T2 ok nia nia nia
CA-VICTORIA-WESTGRID-T2 ok nia nia nia
CBPF n/a nia nia nia
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VISUALIZATION (3) “™IT

Department

Metrics for the site| SiteView SSB-like per-site
24 Hours from 2012-2-5 11-54 to 201 history page

Click to be
redirected to
the underlying
data source

13:00 15:00 1700 19:00  21:00 2300 1:00 3:00 5 700
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Department

Support

CMS SSB
Snapshot view

Help  Login Site Status for the CMS sites, v0.13.0_rc30 ?

@dqsh A | Index[E  Expanded Table [

Click to b Copy & Print | @ Save Wi default

Commissioned

.o -
get hlstory R SIFTERLE = Sitelssues o
. . . . - - Under - _ . ~ | Savannah
lobot Production < | Analysis < @ “ | investigation * @ In_rate_phedex < Out_rate_phedex o cMS
_\/ CE £ |SRM 2 Running & Pending % | (expand this
column)

T2_RU_ITEP | OK nia - oK n/a 100%(1}) nia 283 - mark info 3 5 -

4 (LI}

b
Showing 1to 1 of 1 entries DB query took 0.0066 s 5t Previc exi a5] B ﬂ
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Experiment Ngvigation to the information sourcéSN|T

Slbport Department

CMS SSB

Metrics for the site history

24 Hours from 2012-2-5 13:19 to 2012-2-6 13:19

CE

Click to
See Site __ " R -
Readiness e

(Topology):
Job Robot:
SAM Availability:

SiteReadiness Status

Good T2 links to T1s:
Active T2 links from

Tis:
Under investigation Active T2 links to T1s:
uuuuuu

[ 1 1 1 1 [ 1 1 1 1 1 i;mw A
1400 1600 18:00 20:00 2200 000 200 400 600 800  10:00 1200
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Support

Department

Help Login

Site Status for the CMS sites, v0.13.0_rc30 ,?

Gpdashbe

S oo i _

Visible

- a

Site
Name

T2_RU_ITEP OK

‘ Index=  Expanded Table & ‘

Commissioned

~ SAM TESTS Site usage Links
v
. . - I - Under -
JobRobot I Production % | Analysis & I@ ¥ investigation *
CE % | SRM % Running %  Pending % (expand this
column)
n'a n'a 100%(1) na 283

- "~

4

Click to
See

Stotasues ¢ Savannah
e tickets

In_rate_phedex < | Out_rate_phe

info 3 5

LI

Showing 1to 1 of 1 entries DB query took 0.0066 s

LCG Savannah

First Previous 1 HNext Last

ZEEL 2] =

@ CMS Computing Infrastructure Support - Support: sr #125427, JobRobot error at
T2_RU_ITEP
| Groap Suppat | ¢

You are not allowed 1o post comments on this tracker with your current authentication level

'sr #125427: JobRobot error at T2_RU_ITEP

) Man | Doce

ode

Submitted by Submit Changos
Submitted on
Soarch
Category. Prionty. 5- Normal
[Projecis [5] Soventy Status Done
Search | Privacy ] Assined (o, T2_RU_ITEP <cmscompinfrasup-t2natep>
. Open/Closed. pen GGUS ticket url.
Hosted Projechh /0 GGUS No Site, 12_RU_ITEP
Full st .
Contributors Wanted  Discussion
Stavstics
2011.12.25 15 48, original submission. o2gun kara <okars>
Site Ho
User Docs: Cookbook Dear Admir
User Docs: in Dopth . - o SRR R
Gude JobRobat and Sam Test at T2_RU_ITEP since 13 hours
ot “"‘T"" Ieip /idashb.ssb cern chidashboard/
Contact Us
Lok hetp jobrobot web cem civJobRobo.
GRS
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Experiment] "3 B CERN
eor " ISSUES e

* In order to make the system useful for operations serious
commitment from the sites and experiments is required

* Question to the sites:

-Is information which is provided by SiteView is what you need?
Is it comprehensive? Is it consistent with local site monitoring?
* Questions to the experiments:

- Is it possible to define realistic status of the site usability based
on set of metrics which are under site responsibility and are
comprehensive to the site? In case when the cause of the problem
is not under site control, how to communicate what is wrong in a
clear way?

These questions have to be addressed following the outcome of the
Operations TEG. Set of current metrics and status definitions to be
reviewed. When the new set of metrics and status definitions is
agreed , validation of the SiteView data has to be performed both
by sites and experiments.
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Experiment CERN
sevor . SUMMARY LY ertmen

* The SiteView application is in place for few years
It has common implementation with Site Status Board.

Number of various information sources used by SiteView is gradually
decreasing, though it is not realistic to hope that we can always
enforce use of common solutions

* In order to make it useful for operations, commitment of the
potential users (sites) and information owners (VOs) is required.
Metrics and status definitions have to be reviewed. After changes
exposed data needs validation

* In the process of defining new metrics the most complicated task is
to disentangle site problems from the problems related to VOs, users,
applications, external GRID services...

* This work will be followed up in the scope of Operations TEG

GridMap Ul

http://dashb-siteview.cern.ch
SSB-like Ul

http://dashb-siteview/dashboard/request.py/siteview
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