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OverviewOverview

• Reminder of concepts
• Recent deployments: motivation and summaryp y y

– VOMS: Basis for authorisation for research communities
– GSIssh - Java - easier access
– Higher level tools, built on current Globus tools, for:

• Job execution  - how to run / monitor/ retrieve output
• Application deployment – how your applications can be made 

available to others
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AA and GridsAA and Grids

C li i id f A h i i d A h i i• Centrality in a grid of Authorisation and Authentication
– “Virtual computing across administrative domains”

R h b i f A hZ d A hN– Resources share same basis of AuthZ and AuthN

• Grids support one or more Virtual Organisations

• Communicate your identity using (proxy) X.509

• When you use the NGS you are by default in the VO 
ngs.ac.uk
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Enabling Grids for E-sciencE

Typical current grid

• Virtual organisations 
negotiate with sites to 
agree access toagree access to 
resources

G id iddl

INTERNET
• Grid middleware runs 

on each shared 
resource to provide

D i– Data services
– Computation 

services
– Single sign-on

• Distributed servicesDistributed services 
(both people and 
middleware) enable 
the grid

INFSO-RI-508833 What are e-Science and Grids?  EGEE Induction, 8 December 2004, NeSC 4
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NGS and VOsNGS and VOs

• NGS is deploying VOMS
– Virtual Organisation Membership Service

• Why?
T i t f h j t VO– To improve support for research projects as VOs

• While maintaining current support for individuals

• How?
– Each VO will negotiate access to  resources on NGS

• Improve scalability of operations– VOs manage their own memberships
– Service providers can use VO membership in authorisation decisions
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The Role of the Virtual 
Organisation (VO)

Compute
CCenter

Service

ComputeVO Compute
Center

6slide based on presentation given by Carl Kesselman at GGF Summer School 2004



VOMSVOMS

VO 
d i i t tadministrator

Resources

VOMS Server

Proxy with VOMS 
extensions

User Interface 
Once per session

extensions

to Grid voms-proxy-init –voms <voname>
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Groups and rolesGroups and roles

• A VO can contain multiple groups
– Grid services can then give different rights to each group

• E.g. Different groups of experimentalists

G b d– Groups can be nested 

• VO can have roles
– Assume role for specific purposes  - when user chooses

• E,g. system admin

• voms-proxy-init (instead of grid-proxy-init)
– Proxy certificate carries the  additional attributes 
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Use of VOMS 
credentials

S i id ill b bl• Services providers will be able to:
– Continue as now to use your identity from the proxy 

certificate:certificate:
• Map each person to an account / set of rights….

– Map VO membership to a set of rightsap VO e be s p to a set o g ts
– Map group memberships to set of rights
– Map roles to set of rightsp g

– …. It is up to the service provider 
• and subject to the NGS Service Level Agreements also!  
• Procedures under development
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VOMS SummaryVOMS Summary

• VOMS allows VOs to manage membership, groups, roles, and 
express these in extensions in the proxy certificates

• It is a basis (no more!) for authorisation
S i id h if h t VOMS d ti l (i d– Service providers choose if or how to use VOMS credentials (in accord 
with Grid policy)

• Current state of VOMS on NGS:
– Early days!
– VOMS server running
– Available for service providers
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OverviewOverview

• Recent deployments: motivation and summary

– Basis for authentication for research communities
– GSIssh - Java - easier accessGSIssh Java easier access
– Higher level tools, built on current Globus tools, for:

• Job execution how to run / monitor/ retrieve output• Job execution  - how to run / monitor/ retrieve output
• Application deployment – how your applications can be made 

available to others
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Using Grids for 
research communities

A li i • Domain specialists need 
bridges to the Grid 
middleware

Application 
repositories

Applications

middleware
• Lightweight clients for higher 

level services….  
Higher-level grid 

services (brokering )

repositories,  …

Basic Grid services:
AA, job submission, info, …

services (brokering,…)

NGS has been providing these 
services., j , , services.
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NGS access and Job 
submission – pre 2007

Local Problem 1:

i h

Workstation
Problem 1:

Access from Windows

Problem 2:
gsissh
from Linux Using low-level tool for job submission –

need abstractions

NGS nodes

globus-job-run
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GSIssh clientGSIssh-client
Local Problem 1:
Workstation

GSIssh-client 

Problem 1:

Access from Windows

• Java tool
Java • Hold certificate in browser 

(only)

NGS nodes

globus-job-run
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globus-job-run… 



Resource BrokerResource Broker
Local •Problem 2:
Workstation

UI ( i t f )

Problem 2:
•Using low-level tool for job 
submission – need abstractions

UI
UI (user interface) 
has preinstalled 
client software

User describes job in text file 
using Job Description Language

Submits job to Resource Broker

Resource
Broker

Submits job to Resource Broker 

(pre-production use at present)

NGS nodes
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GridSAMGridSAM
Local 

Problem 2:
Using low-level tool for job submission 

Workstation

UI ( i t f )

– need abstractions

User describes job in XML using Job 
Submission Description LanguageUI (user interface) 

has preinstalled 
client software

Submission Description Language

Web services interfaces to chosen 
GridSAM instance (SAM: Submission 

d M it ii )

GridSAM GridSAM GridSAM GridSAM

and Monitoriing)

NGS nodes
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SummarySummary

A li i
Application 

repositories

Applications
• NGS JSDL Applications 
repository

Higher-level grid 
services (brokering )

repositories,  … • (upgraded) P-GRADE 
portal

• Application Hosting

Basic Grid services:
AA, job submission, info, …

services (brokering,…) Application Hosting    
Environment

• Resource Broker, j , ,

GSIssh (Java tool)

• GridSAM

GSIssh (Java tool)

VOMS
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