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Agenda 

•  Automated GOLE / NSI intro (Jerry)  30’ 

•  Workplan + Discussion (Lars & Gerben)  40’ 

•  Short-term LHC Point-to-Point Service (Eric)  20’ 
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Activity 4: Objective 

•  “Offering LHCONE as a global 
production-grade Bandwidth on Demand service” 

•  The right solution in good time 
•  Don't rush – deadline is 2014, not tomorrow 
•  Be clear on Service Requirements 
•  Understand how to run LHC applications on  

a BoD infrastructure – application and middleware impact 
•  Understand how to integrate BoD service  

into the LHC T0 / T1 / T2 sites – the last mile problem 
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GOLE Footprint 
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AMPATH - Miami 
CERNLight - Geneva 
CzechLight - Prague 
HKOEP - Hong Kong 
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AutoGOLE & LHCONE 

•  AutoGOLE is the experimental platform  
•  Adapt LHC application / infrastructure to make use of BoD 
•  Experiment w/ solutions for the last mile problem 
•  Experiment w/ Service Models 
•  A vehicle for technology testing before production 

availability 
•  Not a production platform 

•  Low capacity 
•  No 24-7 support 
•  Will not have the capacity for LHC-type applications 
•  Capacity not required in first phase 

•  Supports the LHCONE NSI workplan 
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AutoGOLE – expansion 
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Middleware / Application 
support 

•  The major challenge 
•  We know how to do the networking 
•  We have a good idea how to do BoD based on open  

lightpath exchanges 
•  It is not clear how the BoD interface for LHC applications is 

best done 
•  Several approaches 

•  Link provisioning at the application layer – network-aware 
applications 

•  Link provisioning at the middleware layer 
•  Flow detection at the network layer 

•  Strong collaboration with the LHC community is a must! 
•  See Task 6! 
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NEXPReS – eVLBI & BoD 



Supporting eVLBI w/NSI 

NEXPReS project / JIVE / SURFnet / NORDUnet 



Last mile issues 

•  Last mile is part of end-to-end dynamic services 

•  Different last mile solutions 
•  E.g. (Dynamic) VLAN, dedicated fiber to router, 

OpenFlow, TRILL, SPB (802.1aq), … 
•  One solution doesn’t fit all (probably)! 

•  Implemented together with the experiments 
•  Fitting their infrastructure 
•  Based on successful cases 



Service Definition 

•  Dynamic end-2end service must be specified: 
•  What kind of service is it (Ethernet VLAN, Layer 1, …)? 
•  What is the requested time to do provisioning? 

•  Setting clear expectations! 
•  What are the requirements by the experiments? 
•  If not agreed on, the service is no user 

•  Service Definition is key 
•  Must be in place before we start using a service 
•  Need iterations and experiments to write the service 

definition 



Ramp Up 

•  Deploy production service 
•  We can develop and test technology and concepts on the 

AutoGOLE fabric, but not run production 
•  Deploy production-grade links / capacity 
•  Deploy production NSA 

•  Use the same basic infrastructure 
•  The same Open Lightpath Exchanges are key 
•  New links, production-service switches 
•  Some R&E networks already committed to production 

NSI within the timeframe 
•  Phased ramp-up  

•  Not all Tier-0 / Tier-1 / Tier-2 sites at once 



Summary 

•  We know how to provisioning network services 
•  Technology is there, maturing quickly, dedicated 

community, all major RENs involved 
•  We must understand better the other pieces of the puzzle 

•  Once we understand all the components, we can build 
out network at the right capacity  

•  First we tackle the major issues, then we deploy the 
networking 
•  Experiments, service definition 2012, first half 2013 
•  Collaboration with experiments is key! 
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Planning 
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2012 2014

January	  2014
-‐	  Service	  up	  an	  running
with	  sites	  and	  important	  
LHC	  applications;	  
organical	  growth

Service	  definition	  1.0

Understand	  LHC	  application	  support
	  	  Experiment	  with	  critical	  applications

Develop	  application	  interface
(LHC/NSI)

Scout	  and	  connect	  LHC	  test	  sites

Service	  definition	  
0.5

July	  2013
Automated	  provisioning	  
by	  LHC	  applications

2013

Implement	  LHC	  application	  support

Demonstrate	  LHC	  +	  
Automated	  GOLE

Deploy	  GOLE	  
infrastructure

Connect	  critical	  LHC	  apps

Service	  definition	  2.0



Discussion! 
Jerry Sobieski, Lars Fischer & Gerben van Malenstein   

    


