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• PIC, ASGC, TRIUMF now have two perfSONAR-PS 
monitoring nodes – one dedicated to latency tests, 
and one to bandwidth tests. Only IN2P2 & SARA 
remain with a single node 

• Tom Wlodek has added a lot of functionality + 
documentation to his dashboard 

• create alarms for primitive services 
• manage user identities and authorizations 
• matrix “on-demand” 

• Sander’s dashboard still works, but will need to 
switch to using PS Measurement Archives – unless 
the archive at DFN can be made perfSONAR 
flavour agnostic! 
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Changes since June 
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More functionality 
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Sander’s High-Level Dashboard 
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http://casper.grid.sara.nl/ 
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Sander’s history 
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Tom’s History Views 
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LHCOPN Matrices – June 2011 
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https://perfsonar.usatlas.bnl.gov:8443/exda/?page=25&cloudName=LHCOPN 
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LHCOPN Matrices – Jan. 2012 
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https://perfsonar.usatlas.bnl.gov:8443/exda/?page=25&cloudName=LHCOPN 



• Situation should be better that it is! 

• Admittedly: 
LHCOPN is just one of the networks that most site admins 

have to manage 

Each site typically has its preferred monitoring suite (e.g. 
CERN=Spectrum), not necessarily perfSONAR-PS  

• But: 
No real excuse for not having a fully working base-line 

• Some security concerns with vanilla perfSONAR-PS 
toolkit; developers are aware of them 

• Time for a quick clinic sometime today? 
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Some Observations 
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• Few issues for WLCG within the LHCOPN itself 

• perfSONAR-PS has already been used effectively to 
debug Tier2 transfer problems with CERN 

• Need to sort out site issues once and for all, and 
then ensure stability!! Set alarms on primitive 
services! 

• Can the Tier1 perfSONAR installations cope once 
numerous TIER2s start soliciting them? 

• Would be nice to be able to query link status 
programatically!  

• perfSONAR-PS & MDM MAs must be compatible! 
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Conclusion & whither now? 
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