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1. THE WLCG COLLABORATION 

1.1. WLCG MOU SIGNATURE STATUS 
As mentioned in the previous report the ALICE Tier 2 at Lawrence Livermore National Lab in the 
USA was granted full member access based on a Letter of Intent.  Discussions on how to sign the 
MoU are on-going, however this Tier 2 site is now reporting and working according to the MoU 
terms. 
 
Discussions with several new countries (Thailand, Slovakia, Cyprus) that have expressed interest in 
becoming new Tier 2s are also still on-going. 
 
The list of Tier 1 and Tier 2 sites, together with the various contact names are available on the WLCG 
web site at http://cern.ch/lcg/mou.htm  (Annex 1 and Annex 2).  It is important that the lists of contact 
people given in these tables are kept up to date.  Any changes should be signalled to 
lcg.office@cern.ch.  

1.2. PROPOSALS FOR NEW TIER 1 SITES 
In recent months there have been discussions with several countries over the suggestions to provide 
new Tier 1 sites.  In order to clarify and facilitate these discussions, a document has been written that 
describes the process a site proposing to become a Tier 1 should follow.  The WLCG Overview Board 
in its March 2012 meeting approved this process.  The document (WLCG-OB-2012-001) is available 
at the following link: 
https://espace.cern.ch/WLCG-document-repository/Collaboration/New%20Tier1%20Process  
 
Also in that meeting of the Overview Board, KISTI (S. Korea) made a proposal to become a new Tier 
1 site for ALICE.  In accordance with the new process, their application was approved, and KISTI 
have now the status of “Associate Tier 1”, and are expected shortly to provide a detailed plan to 
achieve the milestones described in the process document.   

1.3. OTHER COLLABORATION TOPICS 
The Grid Deployment Board, at its meeting in March, has elected a new chairman who will take over 
the role from May 2012.  This is Michel Jouvin of GRIF (Paris), France.  The collaboration thanks 
John Gordon of STFC who has served in this role since 2007, and has seen the change in focus from 
deployment to real operations and has adapted the work of the GDB accordingly.   
One of the tasks of the new chairman is to help continue to develop the GDB into a body that 
engenders an increased level of technical collaboration between the stakeholders in WLCG.  A has 
been discussed in several recent GDB meetings; this is seen as an important role of the GDB in 
helping the collaboration to be more self-sufficient in technical areas. 
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2. WLCG STATUS AND OVERVIEW 

2.1. THE WLCG SERVICE 
During this reporting period, the main activities were the month of Heavy Ion data taking, and 
reprocessing of the full 2011 data samples by all 4 experiments.   The WLCG service has provided full 
production service without any significant interruptions.  Even during the holiday period resources 
were occupied and production and analysis work continued.  Overall during 2011, the majority of Tier 
1 and Tier 2 resources have seen full occupation. 
 
All experiments have worked on improving their software to improve their overall efficiencies.  
ATLAS and CMS have both made steady and significant improvements specifically to be able to 
manage the very high pile up rates; while ALICE has implemented improvements to improve the low 
efficiencies of CPU use that had been observed last year. 
 
ATLAS: during the Christmas technical stop ATLAS completed the HI processing at the Tier 0, and 
had completed a full reprocessing of the full 2011 pp sample.  They have also completed a production 
of an improved 7 TeV MC sample in preparation for the winter conferences.  They were also able to 
use some Tier 0 capacity for this during the technical stop once the HI processing was completed. 
 
CMS: also did a full reprocessing of the 2011 data and MC samples with their latest improved 
software, and started MC production for the 8 TeV run.   A high level of analysis activities continued 
in preparation for the conferences.  With the increased pile up CMS expect to need to use more of the 
Tier 0 resources in 2012, and have less time between fills. 
 
LHCb: completed the reprocessing of their 1 fb-1 2011 data sample by the end of November, and over 
the holiday period completed the MC production for the 2011 configuration.  As mentioned previously 
due to the larger event sizes than anticipated and the increased trigger rates their available disk 
capacity is very tight.  To mitigate this they reduced the copies of data for older processing passes, and 
have taken steps to have an organised central analysis production to reduce the need for individual 
group processing.  They also have started to commission the online farm for offline use. 
 
ALICE: have also fully processed the 2011 pp data and have performed 2 reconstruction passes of the 
HI data ready for the conferences.  Analysis continues at a high level.  Resources are tight for ALICE, 
but there are prospects of new sites coming on-line for them.  The HI run resulted in some 140 M 
events – the HLT data compression of a factor 3 enabled them to write more data to the Tier 0 in a 
given bandwidth.  Data replication of the HI data to the Tier 1s was completed within a few days of 
the end of the run. This removes concerns (and risks) related to having only a single copy of data 
before it is replicated to the Tier 1s as the original expectation was that it would take several weeks. 

2.1.1.  Tier 0 Performance 
The performance of the Tier 0 mass storage system has been very smooth, with unprecedented data 
rates being demonstrated during the Heavy Ion running in November.  Overall some 23 PB of data 
were written to tape in the Tier 0 in 2011, rather more than the 15 PB anticipated for a nominal year of 
LHC data taking.  This brings the total for 2010+2011 to 38 PB. This rate is expected to continue to 
increase over the coming year. 
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Figure 1: Data written to tape in 2011; 23 PB total: (top) by month and experiment; (bottom) 
total written by experiment 

Figure 1 shows the monthly accumulation of data in 2011, averaging 2 PB/month for pp running and 
close to 4 PB/month in HI running.  The accumulated data by experiment are also shown in the Figure. 
 
Figure 2 shows the data rates into Castor during the HI run.  The instantaneous rates from ALICE 
reached 4 GB/s, limited now only by the fibre connection from the experiment.  Total instantaneous 
rates (from all 3 HI-capable experiments) to tape during HI running exceeded 6 GB/s.  In testing, 
Castor itself was demonstrated to be able to accept data rates far higher than this (in excess of 12 
GB/s). 
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Figure 2: Data rates into Castor during Heavy Ion running: (left) ALICE data alone at > 4 GB/s 
(red line); (right) total HI rates > 6 GB/s (red+blue lines) 

In addition there have been major improvements in tape writing efficiencies in Castor, allowing the 
tape drives to operate much closer to the native drive speeds, resulting in fewer drives being required 
to achieve these high data rates.  This improved efficiency will result in real cost savings in tape drives 
in the coming years.  The techniques used; which involve buffering the tape marks rather than writing 
them directly, should in principle be applicable to other tape systems at the Tier 1 sites. 
Also at the Tier 0, CMS and ATLAS have migrated the majority of their analysis use to the EOS disk 
pool service, and LHCb and ALICE will also migrate.  This allows a significantly better read 
performance for analysis than the Castor pools. 

2.1.2. WLCG Workloads 
Figure 3 and Figure 4 show the continued high use of the grid infrastructure in terms of the numbers of 
jobs and CPU usage.  These figures remain at a high level even during the winter holiday period. 
 
 

 
Figure 3: Continued evolution of jobs run per month; well in excess of 1.5 M /day 
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Figure 4: CPU use continues to grow; 109 HS06-hours/month (equiv. to ~150 k CPU continuous 
use) 

More details on resource usage are given in Section 4. 

2.1.3. WLCG Service Status 
As previously described, significant service interruptions require a documented follow up (Service 
Incident Report).  The full list for this period, summarised in the Table below, can be consulted on-line 
at https://twiki.cern.ch/twiki/bin/view/LCG/WLCGServiceIncidents.  The number of incidents serious 
enough to require this documented follow up continues to decrease.   
 
Figure 5 shows the types of incidents and how this has evolved over the last several years.  Also 
shown in the Figure are the lengths of time needed to resolve the problems.  What can be observed is 
that the majority of problems now are those that take longer to resolve (and are probably thus the most 
complex ones), and are usually related to the physical infrastructure at a site, or are database-related.  
However, one should remember that the overall level is now significantly less than earlier, and at a 
level that is considered to be sustainable in terms of the amount of effort required by sites for daily 
operations. 
 

 

 

Figure 5: Service Incidents by quarter since 2009: (left) by type; (right) by time to resolve 
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Site 

Service Area Date Duration Service Impact 

CERN 
(and 
probably 
others) 

Infrastructure 20 Mar 2012 <=20hrs GGUS Some sites couldn't access 
GGUS web pages 

T0+T1s DB Q1 n/a Database Various 

PIC All Tier1 
services 

22 Jan 2012 5 hours All Tier1 
services 

Outage due to site poweroff 
caused by cooling incident 

CERN Compute 17/18 Dec 
2011 

18 hours CERN 
batch 
service 

Batch service downtime 
(unavailable for users) 

KIT Storage Dez 2011 3 Months tape 
archival 

2 lost files 

KIT Infrastructure Nov 4-7 2.5 days GGUS 
external 
interfaces 

No ticket updates entered 
other ticketing systems 
including SNOW at the T0 

RAL Database (was 
Storage) 

Oct 22-23 1.5 days CASTOR 
DB 

CASTOR down 

CERN DB Oct 11   GGUS 
alarms 

GGUS alarm to IT-DB 
workflow 

CERN DB Oct 11-12   ATLAS 
Offline 
(ATLR) 

ATLAS Offline database 
(ATLR) high load 

KIT Network Oct 6 24h GGUS Ticketing systems at the T0 
& some T1s couldn't get 
GGUS updates. 

Table 1: Service Incidents requiring follow-up; Q4 2011 - Q1 2012 
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2.2. SITE RELIABILITY 
The reliabilities for the last 6 months for CERN and the Tier 1 sites are shown in Table 2. 

Table 2: WLCG Tier0/1 Site Reliability - last 6 months 

 

 
Figure 6 show the recent evolution of the reliabilities for the Tier 1 and Tier 2 sites.  These reliabilities 
continue to be rather stable now for all Tier 1 sites, and the majority of the Tier 2s.  Full reports on the 
availability and reliability of all sites, including the readiness measured by the experiments, can be 
consulted at http://cern.ch/lcg/reliability.htm.  
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Figure 6: Site reliability evolution for Tier 0+1 (left) and Tier 2 sites (right) 

Since February 2012, the experiment-specific availability and reliability reports are now based on the 
sets of tests run by the experiments (rather than different sub-sets of a standard set).  This means that 
the results of the new test reports are more representative of exactly what the experiments see of the 
site.  This change was coincident with the introduction of a new reliability computation program that 
enables this level of functionality (allowing to use test results injected into the system).  For this 
reason, the monthly reports now have changed slightly and the history in the reports only goes back to 
February 2012.  Of course all the previous results and reports are still available. 

2.3. APPLICATIONS AREA 

2.3.1. ROOT 
ROOT version 5.32/00 was released on Nov 29, 2011 and includes many improvements in almost all 
packages. Among the changes it includes a new version of RooFit 3.50 that has undergone a 
substantial amount of core engineering to improve computational efficiency and improve algorithmic 
likelihood optimizations. The expected increases in execution speed range from roughly 20% (for 
problems that were already implemented in a close-to optimal form) to more than 2000% for certain 
type of problems. The release of ROOT version 5.34 is scheduled for May 29, 2012. 

2.3.2. Persistency Framework 
Validation of COOL performance on Oracle 11g servers has been completed, confirming that COOL 
queries exhibit good performance and scalability on 11.2.0.3 for all COOL use cases. The poor 
performance previously observed on 11.2.0.2 servers is finally confirmed to be due to an Oracle bug, 
absent in 11.2.0.1 and fixed in 11.2.0.3. 

Releases of all PF projects have been prepared for ATLAS and LHCb in Q4 2011 for the five new 
LCG configurations. Changes to the PF code bases (such as important fixes in CORAL and COOL for 
the upgrade to Oracle 11g servers), were included in several of these configurations. LCG_62 is the 
first release that does not include POOL (as discussed below); it also includes the first production 
build with the gcc46 compiler on SLC5, a preliminary step to the release of the software using this 
compiler on SLC6. 

POOL support has been clarified with LHCb and ATLAS. LHCb has already stopped using POOL, 
while ATLAS will continue to use it and need support for as long as the 2012 production version of 
the ATLAS software, based on the LCG61 series, is actively used. ATLAS will no longer need 
support for POOL for their releases based on LCG62 in 2013. 
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2.3.3. Simulation 
The new Geant4 release 9.5 was announced as scheduled on December 2nd; the validation has been 
carried out on the grid, making use for the first time of both WLCG and Japanese (KEK) resources, as 
well as LXBATCH. A technical report on the validation of release 9.5 is available as LCG note 
(CERN-LCGAPP-2011-04). 

The new release includes many new features and fixes. In addition to those mentioned in the previous 
quarterly report, it should be mentioned: a new model for Bremsstrahlung, based on the tabulated 
cross-sections published by S.M. Seltzer and M.J. Berger and providing better agreement with the low 
energy Livermore and Penelope models below 10 MeV and the standard relativistic model at 1 GeV, 
now used by default at energies below 1 GeV. The Fritiof (FTF) model has been extended to treat 
interaction of antinucleons with matter. The Binary cascade model has been revised to improve the 
excitation energy for re-scattering. The physics-lists interface has been revised, allowing a 
considerable reduction in the number of reference physics-lists, but enabling more options for 
electromagnetic and ion physics including a new interface to DPMJET-II.5. A new base-material 
approach is now implemented, allowing reuse of the physics table build for one material by a group of 
similar materials with different densities. A new geometrical shape, a tube with possible cuts in +-Z, 
has been defined, completing the set of geometrical primitives foreseen in the GDML schema.  

Among the fixes there is a correction to field propagation and navigation for resolving a long-standing 
issue of charged tracks stuck on boundaries reported by ATLAS. This fix, along with others collected, 
has been also included in a patch release 9.4.p03 released last December as well, and provided to the 
LHC experiments for their 2012 simulation production. 

The first prototype of the multi-threaded Geant4 (Geant4-MT) based on release 9.4.p01 has been 
announced early November, now downloadable from the Geant4 web site and available for Alpha-
testers. 

The Simplified-Calorimeter application for physics validation has been moved to the SVN repository; 
it now includes also the necessary scripts to allow production of data on distributed resources 
(including the grid); the code can be used as an example demonstrating how to extend a simulation 
application to run on the grid. 

A new note (CERN-LCGAPP-2011-03) describing validation of meson-induced target diffraction has 
been prepared. 

2.4. PLANNING AND EVOLUTION 

2.4.1. Level 1 Milestones 
The deployment of CREAM has now reached a point where the majority of the resources (other than 
those managed through OSG or NDGF) are now accessible through a CREAM CE.  The support for 
the Grid Engine batch system, which was a blocking factor, is now in place.  The availability 
computations now also use the CREAM CE preferentially.     
The other significant milestone was the issue of the support for multi-user pilot jobs.  During the 2011 
data taking addressing this issue was not a priority.  The topic has been picked up by the Technical 
Evolution working groups (see below) and will be addressed in that context. 

2.4.2. Technical Evolution of WLCG 
As reported to the last RRB, during 2011 a series of working groups were set up to address various 
aspects of the technical implementation of the WLCG infrastructure and how that is expected or 
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desired to evolve in the future.  Those six working groups (“Technical Evolution Groups” – TEGs) 
were given until the end of March to produce their initial reports, which they have now done.  These 
reports contain a number of recommendations and proposals for future work.  In the coming weeks 
these reports will be reviewed and a set of concrete actions and proposals will be made.  A full 
coherent report is yet to be made, but the individual reports can be consulted at 
https://espace.cern.ch/Boards/MB in the “Technical Evolution Strategy” folder. 
 
While there are many details still to analyse from these reports there are already good signs that there 
is a lot of potential commonality between experiments that can hopefully be exploited, and 
collaborative efforts built to address developments for the future.  This will be particularly important 
in the coming years as the current round of grid projects in Europe come to an end, and the WLCG 
collaboration must ensure that it is able to support the software and services required.  In a similar 
vein, another positive outcome of these working groups has been the realisation that there is 
significant scope to strengthen some collaborative activities between sites and experiments on topics 
of common interest and that this may be one mechanism to build WLCG community support for parts 
of the infrastructure and be less reliant on externally funded projects. 
 
Another positive development from the security TEG was a thorough updated risk analysis, and the 
acceptance by all experiments of a common need to ensure logging and traceability of workloads at a 
site.  This now will enable a common technical implementation to address the “multi-user pilot job” 
issue that has been long outstanding. 
 

2.4.3. Tier 0 Evolution 
As reported at the last RRB meeting, the tendering process for the remote Tier 0 extension was closed 
at the end of November last year, and the adjudication process concluded in the March 2012 Finance 
Committee of the CERN Council.  The result of the process was that the contract for the Tier 0 
extension has been awarded to the Wigner Institute in Budapest, Hungary. 
 
Now that the location is known, work is underway to design the architecture of the future Tier 0 
facility to encompass both the CERN and Budapest sites.  This has only just started, and will be 
reported on at a later date.  However, the intent is to deploy some services as soon as possible in 2013, 
and to prepare to have the facility in full production in 2014 ready for the next LHC run after the long 
shutdown.  The expectation is that significant testing activities will take place during 2013. 
 
The consolidation work to provide additional critical power to the existing CERN Computer Centre is 
also on-going and is scheduled to finish in October 2012. 
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3. FUNDING AND EXPENDITURE FOR WLCG AT CERN 
Following the final book-closing exercise of 2011 there is a 4.9 MCHF carry-forward from 2011 to 
2012-2015.  Table 3 shows current and future estimated expenditure for the years 2012-2017 inclusive 
based on the CERN Medium term Plan and the current WLCG Personnel and Material planning. 

Table 3: LHC Computing budget estimates for 2012-2017 

 
 
For personnel costs, nominative details continue to be entered in the CERN APT planning tool, 
including current personnel commitments, planned replacements and estimates for on-going 
recruitment from 2012 and beyond.  There is little discrepancy relative to the budget and factors such 
as internal mobility, resignations, and later than expected start dates can impact these figures at any 
time. 
 
The Materials planning is based on the current LCG resource planning, based on provisional 
requirements that evolve frequently, and on the latest LHC accelerator schedule.  In addition the 
planning for the consolidation of the existing Computer Centre and the remote extension have 
continually evolved.  Now that the tender for the remote centre has been adjudicated, the cost planning 
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will start to be firmed up.  Overall there are no major problems foreseen in the materials budget, 
although we count on the continued project flexibility to carry-forward into future years where 
necessary. 
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4. RESOURCES 

4.1. RESOURCE ACCOUNTING 
Full accounting reports are published monthly for the Tier 0, Tier 1, and Tier 2 sites.  These reports are 
archived in the WLCG Document Repository. 

4.1.1. CERN and Tier 1 Accounting 

  

 

 

 

 
 

  

Figure 7: Accounting for Tier 0 + Tier 1s; Jan 2011 - Feb 2012 

Figure 7 shows the summary of the usage of CPU, Disk, and Tape at the Tier 0 and Tier 1 sites for 
2011 and Jan, Feb of 2012.  The use is compared globally with the pledges and installed capacity in 
this Figure, while in Figure 8 the experiments’ use of CPU is compared to the pledges directly.  As can 
be seen, the Tier 1 use is close to 100% almost all of the time.  It is also clear that at certain times (e.g. 
early in the year, when the following year pledges start to be installed) the experiments are able to use 
more than the nominal pledges.  LHCb and ALICE in particular can be seen to make use of 
significantly more than their nominal pledges when resources are available. 
 
The earlier problems with low CPU efficiency for ALICE were addressed through a series of actions, 
and these have improved the situation for the production activities.  However, the efficiency is still 
lower for ad-hoc analysis activities, and at times when there is more such use (such as Jan, Feb of 
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2012) the overall efficiency still appears low.  ALICE are working to adapt their analysis activities to 
improve this. 
 

 

 

Figure 8: Comparison of CPU usage with pledges for 2011;(top) CERN; (bottom) Tier 1s 

 

4.1.2. Tier 2 Accounting 
Tier 2 accounting reports can also be found in the WLCG Document Repository. 
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Figure 9 shows the Federations with 2011 pledge values above 9000 HS06 and Figure 10 all those with 
pledge values below 9000 HS06, in both cases ordered by pledge and showing CPU used monthly 
from November 2011 to February 2012. 

 
Figure 9: Accounting for Tier 2 Federations with 2011 CPU pledge > 9000 HS06 Nov 2011 - Feb 2012 

 
Figure 10: Accounting for Tier 2 Federations with 2011 CPU pledge < 9000 HS06 Nov 2011 - Feb 2012 

 
Figure 11 shows the cumulative Tier 2 CPU delivered during 2011 and the first 2 months of 2012 by 
country.  This partitioning is very close to that expected from the pledge values. 
 
Figure 12 compares the Tier 2 CPU delivered in 2011 with the pledges, for each experiment and 
overall.  Again, as was observed with the Tier 1s the overall use is at or even above 100% (indicating 
that often more resources are available than actually pledged), and that LHCb in particular have been 
able to make good use of available resources not specifically pledged to them. 
 
Overall it is clear that resources in Tier 1 and Tier 2 sites are being very well used by all 4 
experiments, and that there is very little free capacity.  The exception is the Tier 0, where the capacity 
must be available for the periods when the accelerator is running, but is not necessarily used fully 
outside of those times.  In the long shutdown, the experiments intend to make full use of the CERN 
resources as additional analysis capacity. 
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Figure 11: Tier 2 cumulative CPU time delivered by Country (Jan 2011 - Feb 2012) 

 
 

 
Figure 12: Comparison of CPU usage with pledges for 2011: Tier 2s 
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4.2. STATUS OF EXPERIMENT REQUIREMENTS AND RESOURCE PLEDGES 
As described at the previous RRB meeting, the requirements and pledges are now managed through 
the online REBUS tool.  Figure 13 gives a snapshot of the situation in for 2012 April 2012 (but this 
can be consulted using the REBUS tool at any time).  The annexes of this report give the detailed 
breakdown by experiment and federation for 2012 and 2013. 
 

 
Figure 13: Summary of pledge situation for 2012: Experiment requirements updated since 
October 2011 RRB, compared to pledge data of March 2012 

The data in this snapshot has changed somewhat with respect to what was shown at the last RRB.  The 
requirements of ATLAS and CMS have been updated slightly following discussions with the C-RSG 
following the report at the last meeting.  However, what is not yet reflected in this snapshot is the 
updated requirements for ALICE, which have significantly decreased with respect to last October, 
particularly at CERN, to be more in line with what is pledged.  This change was again following 
discussions with the LHCC and the scrutiny group, as well as following significant work invested by 
ALICE in software improvements and adapting computing strategies that will permit them to be more 
in line with resources available. 
 
Figure 14 and Figure 15 show the installation status of the 2012 pledges.  In general the sites are on 
track to have the majority of the pledges in place according to the agreed schedules.  The fear at the 
time of the last RRB that the floods in Thailand that disrupted disk production would seriously affect 
the availability and cost of the pledge purchases has not really been a major factor.  There has been 
some cost impact, but availabilities have generally not been affected.  The largest impact was at CERN 
were some 15% of the pledges are not available in April. 
 
Finally, 3 of the experiments (ATLAS, CMS, and LHCb) have all expressed the desire to take 
additional triggers during the 2012 run, which they may not be able to process until 2013 during the 
long shutdown.  The intent is to extend the physics reach of the experiments.  These ideas were 
discussed in the March LHCC meetings.  The LHCC supports these experiment strategies to take 
advantage of the unique situation provided by the long shutdown.  These additional data do require 
some additional computing resources in 2013 relative to what has been discussed so far, and the 
experiments are expected to update their 2013 requests accordingly. 
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Figure 14: Installation status of pledges for 2012; Tier 0, countries with Tier 1s and associated 
Tier 2s 
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Figure 15: Installation status of pledges for 2012; other Tier 2 countries 
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5. ANNEX: TIER 0/1 RESOURCES 
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6. ANNEX: TIER 2 RESOURCES 

 
 



 

REPORT ON PROJECT STATUS, 
RESOURCES AND FINANCIAL PLAN 

Computing Resources Review Board 
24th April 2012 

Doc. Identifier: 
CERN-RRB-2012-041 

Date: 17th April 2012  

 

 
 Worldwide LHC Computing Grid Collaboration  25 / 29 
 

 



 

REPORT ON PROJECT STATUS, 
RESOURCES AND FINANCIAL PLAN 

Computing Resources Review Board 
24th April 2012 

Doc. Identifier: 
CERN-RRB-2012-041 

Date: 17th April 2012  

 

 
 Worldwide LHC Computing Grid Collaboration  26 / 29 
 

 



 

REPORT ON PROJECT STATUS, 
RESOURCES AND FINANCIAL PLAN 

Computing Resources Review Board 
24th April 2012 

Doc. Identifier: 
CERN-RRB-2012-041 

Date: 17th April 2012  

 

 
 Worldwide LHC Computing Grid Collaboration  27 / 29 
 

 



 

REPORT ON PROJECT STATUS, 
RESOURCES AND FINANCIAL PLAN 

Computing Resources Review Board 
24th April 2012 

Doc. Identifier: 
CERN-RRB-2012-041 

Date: 17th April 2012  

 

 
 Worldwide LHC Computing Grid Collaboration  28 / 29 
 

 
 
 
 
 
 
 



 

REPORT ON PROJECT STATUS, 
RESOURCES AND FINANCIAL PLAN 

Computing Resources Review Board 
24th April 2012 

Doc. Identifier: 
CERN-RRB-2012-041 

Date: 17th April 2012  

 

 
 Worldwide LHC Computing Grid Collaboration  29 / 29 
 

 
 


