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Motivation and Goals
• Next year

– LHC will be operating and all experiments will take real data
– All experiments will to use the computing infrastructure simultaneously
– The data rates and volumes to be handled at the Tier0, the Tier1 and Tier2 

centers will be the sum of ALICE, ATLAS, CMS and LHCb as specified in the 
experiments computing models

• Each experiment has done data challenges, computing challenges, tests, dressEach experiment has done data challenges, computing challenges, tests, dress 
rehearsals, …. at a schedule defined by the experiment

• Then the computing infrastructure at CERN, the Tier-1 and Tier-2 centers must 
f ti t th l l d d l d d t t th 4 LHC i tfunction at the scale planned ad pledged to support the 4 LHC experiments.

– We need to prepare for this … together ….  

A combined challenge by all Experiments should be used to demonstrate the readinessA combined challenge by all Experiments should be used to demonstrate the readiness 
of the WLCG Computing infrastructure before start of data taking at a scale 
comparable to the data taking in 2008.

This should be done well in advance of the start of data taking on order to identify 
f fflaws, bottlenecks and allow to fix those.

CMS fully supports the plan, to execute this CCRC in two phases:
– a set of functional tests in February 2008

the final challenge in May 2008
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– the final challenge in May 2008
We must do this challenge as WLCG collaboration: Centers and Experiments together



OverviewOverview

CCRC’08 i b d fi iti bi d ff t b t th• CCRC’08 is by definition a combined effort between the 
experiments (online+offline) plus the sites {Tier0, Tier1, 
Tier2} of WCLG serving those experiments} g p

• Its goal is to verify / measure our readiness for pp data 
taking from 7+7 TeV collisions in the LHC (July 2008)
– Identify problems early
– Allow time for these to be fixed

• It is complementary to the on going challenges / Dress• It is complementary to the on-going challenges / Dress 
Rehearsals of the experiments

• And builds on these…And builds on these…
• This is a cooperative effort between all of us…
• …For all of uso a o us



Planning MeetingsPlanning Meetings

P t GDB l t ( t d ) t l t til d f• Propose to use pre-GDB slots (as today) at least until end of 
year (until end of programme)

• Need to have more frequent checkpointsNeed to have more frequent checkpoints 
• Mondays 17:00 Geneva time – agenda driven 
• “home-work” + results / new actions

• We must document clearly our goals and progress –
especially problems and the plan(s) for addressing them

h / / h h• There are many components / stages / services in the chain
• Essential that we have active participation from all parties –

as well as a common agendaas well as a common agenda
• e.g. no independent planning for CASTOR/ SLx releases etc.
• And we stick to the official schedule not rumours• And we stick to the official schedule, not rumours…



Possib le CCRC’ 08T argetsPossib le CCRC 08 T argets
• February ‘pre challenge’ primary goal is to get all 4 experiments online out to• February ‘pre-challenge’: primary goal is to get all 4 experiments online – out to 

sites with as much of the chain as possible
– Data rate is less important – the priority is to see all components working successfully 

togethertogether
– Not all resources will be in place at this time – target April 1st 2008

• May ‘challenge’: goal is the successful operation of all components at expected 
data rates / cycle for 2008y
– All 2008 resources should be fully available for production use at this time
– Background rate: cosmics (100Hz for ATLAS); peak rate: pp collisions 
– LHC target: 10 hours / 24 ‘would be good’

• “Averaging a 10h fill per day would be good (40% efficiency for physics)”
– Suggest no need for additional recovery – pp data has priority over cosmics (?) 
– Experiment (ATLAS, LHCb) assumptions: 50% efficiency

If d ll hi ki bl hl ( ll i ll f• If we do manage to get all this working reasonably smoothly (all sites, all stages of 
production, agreed target rates) in May we will have a solid base on which to 
ramp-up  to higher efficiencies / rates

• If we do not we need to establish what we can realistically support and how• If we do not, we need to establish what we can realistically support and how 
rapidly we can solve the remaining issues



The Players (so far )The Players (so far…)
• ATLAS Kors Bos • ASGC Di Qing• ATLAS: Kors Bos
• CMS: Matthias Kasemann
• ALICE: Latchezar Betev

b k k

• ASGC: Di Qing
• BNL: Michael Ernst (Gabriele 

Carcassi)
• CNAF: Luca dell’Agnello• LHCb: Nick Brook

• Tier0: Miguel Coelho 
• WLCG service coordination: 

h ll h

• CNAF: Luca dell’Agnello
• FNAL: Ian Fisk
• FZK: Andreas Heiss 

b d ( lHarry Renshall, Jamie Shiers
• WLCG service / LHC operations link: 

Maria Girone

• IN2P3: Fabio Hernandez (Lionel 
Schwarz)

• NDGF: Mattias Wadenstein
/ k d d

• Mail list:  wlcg-ccrc08@cern.ch (archive)
• Indico category (under WLCG) 

• NIKHEF/SARA: Mark van de Sanden 
• PIC: Gonzalo Merino
• RAL: Andrew Sansum (Derek Ross)
• TRIUMF: Reda Tafirout (Rod Walker)



PlanningPlanning

E d d i t l iEnd-end experiment planning, 
online/ offline coordination, goals, 
metrics, requirements & 

Provision of needed resources & 
services, response to problems,
active participation in coordinationpublication of these active participation in coordination
meetings etc.

Overall coordination, maintenance 
of common schedule & results, 
Interaction with service, summary
of results to MB/GDB etc. Provideo esu s o / e c o de
technical expertise to help debug
& resolve (complex) problems.



Key Dates
We have very little time for making, agreeing and executing the plan!

There is no ob io s contigenc other then de scopingKey Dates

6/ ( ) G

There is no obvious contigency other then de-scoping.
(How many times did we say “must” in the past & how many did it work?)

• Nov 6/7: (pre-) GDB
• Dec 4/5: (pre-) GDB CASTOR & dCache SRM 2.2 in

production at Tier0/Tier1 (Tier2)

• Jan 8/9: (pre-) GDB
• Mid- Jan: ATLAS M6 complete

production at Tier0/Tier1 (Tier2)

Mid Jan: ATLAS M6 complete
• February: first combined challenge

M h i l i f F b• March: cosmics runs; analysis of Feb run
• April: machine closed; preparation for May run
• May: second combined challenge; first beam
• June: any residual problems? De-scoping?y p p g
• July: first collisions scheduled



Proposed Schedule
• Phase 1 - February 2008:

– Possible scenario: blocks of functional tests, 
Try to reach 2008 scale for tests atTry to reach 2008 scale for tests at…
1. CERN: data recording, processing, CAF, data export
2. Tier-1’s: data handling (import, mass-storage, export), processing, 

l ianalysis
3. Tier-2’s: Data Analysis, Monte Carlo, data import and export

• Phase 2: Duration of challenge: 1 week setup, 4 weeks challenge

Ideas:Ideas:
• Use February (pre-)GDB to review metric, tools to drive tests and monitoring 

tools
U M h GDB t l CCRC h 1• Use March GDB to analyse CCRC phase 1

• Launch the challenge at the WLCG workshop (April 21-25, 2008)
• Schedule a mini-workshop after the challenge to summarize and extract 
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p g
lessons learned

• Document performance and lessons learned within 4 weeks.





Aug
1) Detector Installation, 
Commissioning & Operation

2) Preparation of Software, 
Computing & Physics Analysis

Sep

O t CSA07

S/w Release 1_6 (CSA07)

Oct

Nov
Tracker Inserted

2007 Physics Analyses Completed

CSA07

Test Magnet at low current

S/w Release 1_7 (CCR_0T, HLT Validation)

Dec

CMS Cosmic Run CCR 0T

Last Heavy Element Lowered 
Tracker cabled

Test Magnet at low current

S/w Release 1_8 (Lessons of ‘07)

Jan

Feb

CMS Cosmic Run CCR_0T
(defined periods Dec-Mar)
(Several short periods Dec-Mar)

CCRC08 functional tests (in series)

Mar
MC Production for Startup

S/w Release 2_0
(CCR_4T, Production of startup MC samples)Beam-pipe Closed and Baked-out

1 EE endcap Installed Pixels installed

CCRC08 functional tests (in series)

Apr

May

MC Production for Startup

Cosmic Run CCR_4T
1 EE endcap Installed, Pixels installed

CCRC08 CSA08
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May CCRC08 =  CSA08[CMS]



Basic Scaling Items to Check in CSA08

Service CSA08 Goal CSA07 Goal CSA06
Goal

Status
2006

Tier 0 Reco Rate (Hz) 150 300 100Hz 50Hz AchievedTier-0 Reco Rate (Hz) 150 - 300 100Hz 50Hz Achieved

Network Transfers between
T0-T1 600MB/s 300MB/s 150MB/s Achieved All

(6/7 continuous)T0-T1 (6/7 continuous)

Network Transfers between 50-500 20-200 10-100 Achieved
T1-T2 MB/s MB/s MB/s (15 sites)

Network Transfers T1-T1 100MB/s 50MB/s NA NA

Job Submission to Tier-1s 50k jobs/d 25k jobs/d 12k jobs/d 3k jobs/d

Job Submissions to Tier-2s 150k jobs/d 75k jobs/d 48k jobs/d Achieved

MC Si l ti
1.5 10^9 /year

100M 50M th NA N t Att t d
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MC Simulation = 100M 
/month

50M per month NA Not Attempted



Explicit RequirementsExplicit Requirements

• ATLAS, CMS, LHCb: SRM v2.2

• ALICE: xrootd interface; gLite3.1 VO box & WMSALICE: xrootd interface; gLite3.1 VO box & WMS

• LHCb: generic agents, R/O LFC at Tier1s

• ATLAS, LHCb: conditions DB

• CMS: only commissioned linksCMS: only commissioned links 



SummarySummary

CCRC’08 i th fi l di h k ft ( )• CCRC’08 is the final readiness check after many (many) 
years of preparation & testing

• The current technical scope & timeline is already veryThe current technical scope & timeline is already very 
ambitious – “success oriented”

• CCRC’08 is also testing / measuring service & operations g g p
readiness, usable capacity at sites etc.
But recent experience (e.g. SRM v2.2) tells us we must be 
realistic about availability & schedulesrealistic about availability & schedules

• So we must be very open & clear about resources that will 
really be available – and at what level – to work on thisreally be available and at what level to work on this 
much needed activity

• More details – and discussion – at tomorrow’s GDB…




