
LCG-LHCC Referees Meeting 24 Sep 2007

Status of Dress-Rehearsal Preparations

Material taken mostly from the WLCG workshop and 
Chep07 Victoria Sep 1-7 2007 (also recent CMS week). 
Additional information in (blue)Additional information in (blue).

•Experiment plans/readiness (including cosmics runs)

ALICE ATLAS CMS LHCb•ALICE, ATLAS, CMS, LHCb

•Services readiness

•Site readiness

•Common Computing Readiness Challenge 2008
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Dress Rehearsal Elements (I)Dress Rehearsal Elements (I)
General purpose of the Dress Rehearsal

Combined tests of all steps needed to produce the ESDs fromCombined tests of all steps needed to produce the ESDs from 
RAW

Data flow and systems concerned (I)
G t d d l d t f d t t i i i i t ti iGenerated and real data from detector commissioning: registration in 
CASTOR2 + Grid File Catalogue - DAQ/WLCG services/Offline

MC RAW for the detectors not yet being commissioned
Cosmics pulser other data for detectors already in the cavernCosmics, pulser, other data for detectors already in the cavern
Registration in CASTOR2 and Grid FC already well tested and 
working

Replication of RAW to T1s - Offline/WLCG services
Synchronous to RAW registration, the RAW is replicated to a T1
Replicate using FTD/FTS utilities
Replication shares are determined from the contribution factors of the 
T1sT1s
The replication is random, depending on resources/channel availability
Replication with FTS is (has been) exercised, however not with FTS 
v.2.0 and SRM v.2.2
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Dress Rehearsal Elements (III)( )
Major steps and systems concerned (III)

Second pass reconstruction at T1 - Offline/WLCG ServicesSecond pass reconstruction at T1 Offline/WLCG Services
After pass 0 is complete and new condition object are available in 
OCDB
Second iteration of conditions data, derived from pass 1, and 

f feventually refinement of the reconstruction code
Triggered by a successful T0 processing
Produces final ESDs
A t f th j b AOD d tiAs a part of the same job - AOD production
Automatic validation procedures
A copy of the ESDs is stored at each T1

Asynchronous data flow to CAF registration and analysisAsynchronous data flow to CAF, registration and analysis -
Offline/WLCG services

Parts of RAW (on demand), calibration and alignment runs, parts of 
ESDs copied to CAF disk poolp p
Detector expert special calibration tasks 
First and second pass ESDs analysis
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FDR phase 1
D t flData flow

Several detectors will begin commissioning in September
TPC, TRD, PHOS, HMPID

Cosmics, pulsers, laser tracks, black events, simulated RAW injection
An element of the TRD readout (Global Tracking Unit) will be used to inject 
simulated RAW - see next slides (probably not ready for first phase)

Preparation of AliRoot for the reconstruction of these events well under wayp y
The target transfer rates to CASTOR2/T1 depending on inclusion of detectors/type of 
data

CAF facility at CERN will receive portions of the data
Automatically for special run types (f.e. calibration), small portions of the data will 
be copied on demand
Access to data reserved for detector experts (10-20) at any given moment
E t ill b f i i d di th d t tEvents will be of various sizes, depending on the data type
The data will be accessed in a random pattern
The data will be copied from CASTOR2 to the CAF disk pool, access is only from 
CAF pool
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Transfers for the phase 1Transfers for the phase 1

Raw Data
CASTOR2

(CERN)

ALICE DAQ
Data volume coming from DAQ  max 1.5GB/s

FTS
Pass1 Reconstruction
performed at CERN 
using Grid services

Pass2 Reconstruction
at T1 sites

Shuttle Conditions
Data (OCDB)

TIER2Shuttle gathers data from DAQ, HLT and DCS. Publication of condition objects in Grid FC, 
t i i GRID SE d li ti t T1 ( ll l )
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Grid services: general  
conditions

ALICE requires the services as provided during 
the Data Challenges

VOBOXES d l d t ll ALICE T0 T1 T2 itVOBOXES deployed at all ALICE T0-T1-T2 sites
ALICE requires the latest version of the gLite3.1 
VOBOX (will use current LCG RB to start with)( )

Still under configuration, testing and deployment
This new configuration is mandatory to migrate to WMS3.1

All sites will have to be updated to the latest versionp
Pilot version in production deployed in voalice03@CERN

FTS service from T0-T1
This exercise tests also SRM2 2This exercise tests also SRM2.2
FTS channel sharing and rates as during the T0-T1 
exercise in 2006/2007 (p-p running at 100 MB/sec)
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Grid services: CASTOR

Considerations
The interface has been successfully tested so far, minor 
problems are being fixed
New xrootd expert in ARDA from September 2007
The xrootd-CASTOR interface will be part of the next major 
Castor release which will be deployed during the 1st half of 
September 2007 (now scheduled for 26 Sep)September 2007 (now scheduled for 26 Sep)
The xrootd-CASTOR setup needs to be defined in detail 
and the responsibilities between ALICE and IT clarified 
(ongoing – server hardware being setup now)
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Plan of the FDR
Mid September 2007

Strategy and setup fully defined (done)
October 2007 - FDR Phase 1 

Cosmic Rays data taking, calibration runs, special runs from detector 
commissioning (already started including registration in CASTOR2)
Registration in CASTOR2/Replication T0-T1, Pass 1 reconstruction, expert 
analysisanalysis

November-end 2007 - FRD Phase 1+2
All elements of Phase 1
Pass 1 and Pass 2 reconstructionPass 1 and Pass 2 reconstruction
Conditions data with Shuttle (online conditions data collector)

February-May 2008 - FDR Phase 1+2+3
All elements of Phase 1+2All elements of Phase 1+2
Gradual inclusion of DA and QA (online detector algorithms and quality 
assurance)
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M5 d M6 d b d

ATLAS Cosmics Runs

M5 and M6 and beyond
M4 R A 23 S 3 d i h d l• M4 Ran August 23 to Sep 3rd with good results

• M5: October 16 – 23
• M6: end December

With incremental goals– With incremental goals
– Reprocessing challenges in between runs 

• In 2008: cosmic ray data taking is the 
default
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FDR production goalsp g

Si l t d t i j t d i th td• Simulated events injected in the tdaq 
• Realistic physics mix
• Bytestream format including luminosity blocks• Bytestream format including luminosity blocks
• File & dataset sizes as expected for real data
• Realistic trigger tables• Realistic trigger tables
• datastreaming
• Use of conditions databaseUse of conditions database
• Data quality-, express line-, callibration- running
• T0 reconstruction: ESD, AOD, TAG, DPD, , ,
• Exports to T1&2’s
• Remote analysis
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FDR analysis goalsy g

• at the T1’s
– Reprocessing from RAW ESD, AOD, DPD, TAG
– Remake AOD from ESD
– Group based analysis DPD (Derived Physics Data)

• At the T2&3’s
– Root based analysisy
– Trigger aware analysis with Cond. and Trigger db
– No MC truth, user analysisNo MC truth, user analysis
– MC/Reco production in parallel
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FDR preparationsp p

Round 1Round 1
1. Data streaming tests DONE
2. Sept/Oct 07 Data preparation STARTS SOON
3 E d O t07 Ti 0 ti t t3. End Oct07: Tier 0 operations tests
4. Nov07-Feb08. Reprocess at Tier1, make group DPD's

Round 2  ASSUMING NEW G4
1. Dec07-Jan08 New data production for final round  
2. Feb08 Data prep for final round using p p g
3. Mar08. Reco final round ASSUMING SRMv2.2
4. Apr08. DPP prod at T1’s
5 Apr08 More simulated data prod in preparation for first data5. Apr08 More simulated data prod in preparation for first data.
6. May08 final FDR (proposed to be part of ccrc’08)

See also Dario’s slides later on Combined Data Management
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CMS CSA07CMS CSA07
The preparation tests in CMS are call Computing Software and Analysis
Challenges (CSA07)Challenges (CSA07)
➨ The goal is to exercise aspects of the computing model and the
software development program with analysis activities and users
• Dedicated tests of components do not show interference problems• Dedicated tests of components do not show interference problems
➨ CSA07 is intended to exercise the computing model at greater than
50% of the target for 2008

Th CSA06 h ll i 25% f l• The CSA06 challenge was an exercise at 25% of scale
We have a number of elements that have not been exercised previously
➨ Integration of the computing components up to storage manager
➨ Some data transfer channels: Tier-1 to Tier-1 Transfers, Tier-2 to Tier-1
➨ Balancing of simulation and analysis
Desire to demonstrate computing and offline tools with a diverse and activep g
user community
➨ Previous exercises have relied heavily on load generators
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(3000 il bl )(3000 are available)
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CMS CSA07 ScheduleCMS CSA07 - Schedule
We need to convert the simulated events to looking like events that came from g

the HLT farm
➨ This is divided into 3 steps and we expect this will take about three
weeks
➨ Start hopefully Monday (started 10 September)
Begin Tier-0 reconstruction activities on September 24
Simulation at the Tier-2s will continue from the beginningSimulation at the Tier 2s will continue from the beginning
About a week after the beginning we expect to start the skimming at the Tier-1 

sites
➨ Data movement and analysis accessData movement and analysis access
By two weeks we expect to begin reprocessing at Tier-1 sites
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From CMS week 17-21 Sep
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From CMS week 17-21 Sep

(schedule is for 30 days)

24 Sep 2007 LCG-LHCC Referees: Status of 
Dress-Rehearsal Preparations

21



24 Sep 2007 LCG-LHCC Referees: Status of 
Dress-Rehearsal Preparations

22



24 Sep 2007 LCG-LHCC Referees: Status of 
Dress-Rehearsal Preparations

23



(Released 18 Sep)
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(other experiments say later)
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The State of the services: Critical issues (1/2)
WLCG Workshop Plenary by John Gordon (RAL)

• dCache
– SRM calls must comply with the specificationSRM calls must comply with the specification
– Clear configuration and management documentation needed

• Multi-VO configuration
• Default spaceDefault space
• Separate pools for different space tokens

– TxD1 space tokens do not recover space from deleted files
– More management tools needed– More management tools needed

• List associations between files, tokens, disk pools and tapes
• Space management, reconfiguration

• CASTOR• CASTOR
– SRM calls must comply with the specification
– Thread bookkeeping issue (“too many threads”)

Race condition (“current user does not own this request”)– Race condition (“current user does not own this request”)
– Get requests slow down with time 
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The State of the services: Critical issues (2/2)

• DPMDPM
– Occasional srmv2.2 daemon crashes

• StoRMStoRM
– Space tokens not independent of paths
– SRM calls must comply with specification

• GFAL/lcg-utils
– Light version not yet fully independent of BDII

More robust directory creation algorithm needed– More robust directory creation algorithm needed
– Incorrect handling of TURLs returned by CASTOR

• FTS• FTS
– None
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The State of the services : SRMv22

• All implementations delivered for testing
• Bugs, inconsistencies, configuration issues
• Critical issues identified
• Experiment testing one month late

G d b t t th t• Good progress but not there yet.

Non-critical for 2007 but need addressing:Non critical for 2007 but need addressing:

• Job Priorities
• User DN Accounting
• Fully Qualified Attribute Name Accounting

Gl WN• Glexec on WN
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The State of the services : Conclusions

A d ?• Are we ready? 
– Yes, but

• We are ready for the dress rehearsalsWe are ready for the dress rehearsals
– But partly because the experiments are not relying on anything 

that isn’t there now.
• Experiments are running large numbers of jobs 

– Despite complaints about RBs etc
• Data Transfer is still the weak link• Data Transfer is still the weak link.

– Components work but not successfully stress tested
– Despite many years of planningp y y p g

• Much work to be done for next year
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LCG Management Board Tier0/1 procurement milestones
Site Readiness

See https://twiki.cern.ch/twiki/pub/LCG/QuarterlyReports/QR_2007Q2.pdf

Sept 
2007

Sites well aware of 1 April 2008 milestone but it is a big increase from now.Sites well aware of 1 April 2008 milestone but it is a big increase from now. 
CERN has major acquisitions running and plans to be ready on time. 
Detailed ramp-up plans not yet known from all Tier1 sites. (Will they have 
enough for the dress rehearsals happening before the 1 April 2008? First g pp g p
feedback is from IN2P3 that they have 40% of the pledged increase 
already installed).
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Steep ramp-up still needed before first physics run
Site Readiness

CERN + Tier-1s - Installed and Required       
CPU Capacity (MSI2K)

CERN + Tier-1s - Installed and Required     
DISK Capacity (PetaBytes)
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Target capacity from MoU pledges for 2007 (due July07) 

and 2008 (due April 08)

24 Sep 2007 LCG-LHCC Referees: Status of 
Dress-Rehearsal Preparations

33

and 2008 (due April 08)



LCG Management Board Tier0/1 support milestones
Site Readiness

End 
2007

Q3

Oct 
2007
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Site Readiness Issues from WLCG workshop
• State of Tier 1/2 hardware resources for 2008 startup compared with 

pledges. Longer term planning - readiness for future major expansion (2010 
and beyond). 

• The long time it will take for sites and experiments to validate the massiveThe long time it will take for sites and experiments to validate the massive 
site capacity increases scheduled to be in place and available to the 
experiments by April 2008. 

• Tested readiness of magnetic tape infrastructure. 
T t d di f it d t t l t di k d t i l di• Tested readiness of site data management layer to disk and tape including 
for full rate multi-VO operation. 

• Formal planning for 24 by 7 operations ready (including for staffing) and 
documented to the experiments and other sites. (PIC, NDGF planning to p ( , p g
deploy by November)

• Experiment VO boxes in place with Service Level Agreements 
implemented. (ATLAS have accepted FZK SLA. LHCB working on an SLA 
for all Tier1 NDGF planning for October)for all Tier1. NDGF planning for October)

• Experiment local site support in place with clearly defined roles and 
interfaces to site operations.

• These issues support the need for multi-experiment dress rehearsals in the pp p
first half of next year: the Common Computing Readiness Challenge 2008 
as proposed during the workshop by CMS and ATLAS.
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Motivation and Goals (CMS CCRC’08)
What if:

– LHC is operating and experiments take data?
– All experiments want to use the computing infrastructure 

simultaneously?y
– The data rates and volumes to be handled at the Tier0, the Tier1 and 

Tier2 centers are the sum of ALICE, ATLAS, CMS and LHCb as 
specified in the experiments computing model

• Each experiment has done data challenges, computing challenges, tests, 
dress rehearsals, …. at a schedule defined by the experiment

• This will stop: we will no longer be the master of our schedule…
…. Once LHC starts to operate.

• We need to prepare for this … together ….  

A combined challenge by all Experiments should be used to demonstrate the readiness of the WLCG Computing 
infrastructure before start of data taking at a scale comparable to the data taking in 2008.

This should be done well in advance of the start of data taking on order to identify flaws, bottlenecks and allow to fix 
those.

We must do this challenge as WLCG collaboration: Centers and Experiments 
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CCRC’08 - Proposed Scope (CMS)

• Test data transfers at 2008 scale:
– Experiment site to CERN mass storage

CERN t Ti 1 t– CERN to Tier1 centers
– Tier1 to Tier1 centers
– Tier1 to Tier2 centers
– Tier2 to Tier2 centers

• Test Storage to Storage transfers at 2008 scale: 
Required functionality– Required functionality

– Required performance
• Test data access at Tier0, Tier1 at 2008 scale:

– CPU loads should be simulated in case this impacts data 
distribution and access 

• Tests should be run concurrently

• CMS proposes to use artificial data
– Can be deleted after the Challenge
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CCRC’08: Constraints, Preconditions and Schedule (CMS)

• Mass storage systems are prepared
– SRM2.2 deployed at all participating sites
– CASTOR, dCache and other data management systems installed with 

appropriate version

• Data transfers are commissioned for CMSData transfers are commissioned for CMS
– Only commissioned links can be used

• Participating centers have 2008 capacity  (this will be unlikely for the 
February pre challenge MoU commitment is April 1)February pre-challenge – MoU commitment is April 1)

• Duration of challenge: 4 weeks

• Based on the current CMS schedule:
– Window of opportunity during February 2008

• In March a full detector COSMICS Run is scheduled
With all components and magnetic field– With all components and magnetic field
This is the the first time with the final detector geometry

• Document performance and lessons learned within 4 weeks. 
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CCRC’08 - Proposed Organization (CMS)
Coordination: (1+4+nT1)
• WLCG overall coordination (1)

– Maintains overall schedule
– Coordinate the definition of goals and metrics
– Coordinates regular preparation meetings
– During the CCRC’08 coordinates operations meetings with experiments and 

sites
– Coordinates the overall success evaluation

• Each Experiment: (4)
Coordinates the definition of the experiments goals and metrics– Coordinates the definition of the experiments goals and metrics

– Coordinates experiments preparations
• Applications for load driving

(Certified and tested before the challenge)
D i th CCRC’08 di t th i t ti– During the CCRC’08 coordinates the experiments operations

– Coordinates the experiments success evaluation

• Each Tier1 (nT1)
– Coordinates the Tier1 preparation and the participation
– Ensures the readiness of the center at the defined schedule
– Contributes to summary document
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CCRC’08 Proposal (WLCG)

• The need for a Common Computing Readiness Challenge has been clearly stated by 
ATLAS, CMS and WLCG Service Coordination.

– Ideally, ALICE & LHCb should also participate at full nominal 2008 pp rates
• The goals & requirements – such as production SRM v2.2 – are commonThe goals & requirements such as production SRM v2.2 are common
• Two slots have been proposed: Feb (by CMS)  & May ’08 (by ATLAS)
• Given the goals & importance of this challenge, foresee to use both slots

1 F b h ll diti t id tif t ti ll bl ti1. Feb: pre-challenge; ensure pre-conditions are met; identify potentially problematic areas 
– Can be <100% successful

2. May: THE challenge; Must be pragmatic – focus on what can y g ;
– Must succeed!

• Need to carefully prepare – which means thorough testing of all components and successive 
integration prior to the full challenge

p g
(realistically) be expected to work!

integration prior to the full challenge
• In addition to the technical requirements, must ensure adequate computing and people 

resources are available throughout these periods
– Neither of these slots is optimal in this respect, but when is?

N d t d t d h t id d ti t ll ti !– Need to understand how to provide production coverage at all times!
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In Summary: Dress Rehearsals Draft Timeline
Month ATLAS CMS ALICE LHCb
Sep’07 FDR 1 CSA07 MC->T1s
Oct’07 FDR 1 CSA07 FDR I MC->T1s
Nov’07 FDR 1; Cosmics Cosmics FDR II MC->T1s
Dec’07 FDR 1; FDR 2 FDR II PROD
Jan’08 FDR 1; FDR 2 PRODJan 08 FDR 1; FDR 2 PROD
Feb’08 CCRC; FDR 1; FDR 

2
CCRC CCRC; FDR 

III
CCRC; PROD

Mar’08 FDR 2; Cosmics Cosmics FDR III …
Apr’08 FDR 2 FDR III
May’08 CCRC; FDR 2 CCRC CCRC; FDR CCRCMay 08 CCRC; FDR 2 CCRC CCRC; FDR 

III
CCRC

Jun’08
Jul’08
Aug’08
Sep’08
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