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Overall EUROTRANS Goals

« Work towards a European Transmutation
Demonstration (ETD) in a step-wise manner

« Advanced design of a 50 to 100 MWth eXperimental
facility demonstrating the technical feasibility of
Transmutation in an Accelerator Driven System
(XT-ADS)

— realization in a short-term, say about 10 years

« Generic conceptual design (several 100 MWth) of a
modular European Facility for Industrial Transmutation
(EFIT)

— realisation in the long-term

CERN, 1-5 October 2007
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Evolution of the concept ™™

FP Design Concepts Objectives
XADS (Pb-Bi) XADS (Gas) MYRRHA (Pb-Bi) XADS
FP5 80 MW, 80 MW, 50 MW, Demonstration
] of technological
2001-2004 110 Wicm 250 W/cm <500 W/cm (peak) o
single batch loading || single batch loading multi batch loading an ADS system
| |
i ETD / XT-ADS XT-ADS
Transmutation .
Demonstration 50 - 100 MWth Short-term Demonstration
300 - 350 W/cm of transmutation
e (~700 W/cm?) on a sizable scale.
demonstration multi batch loading AT @ HE DS DR nEvioLy
FP6
2005-2008 ETD / EFIT EFIT
Several 100 MW, Lo
long-term 250 - 300 W/cm Transmutation
demonstration (450-650 W/cm?) o 2l
multi batch loading industrial scale
w
o
S

CERN, 1-5 October 2007
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Accelerator workpackage

* Accelerator design performed in the PDS-XADS program
— Choice of superconducting linac
— Modular: same concept for Prototype and Industrial scale

e S Beam dump
B =047 B =0.65 B=085
T T

SC spoke
cavities

SC elliptical cavities (700 MH%, 3 gections)

(350 MHz, 1 or 2
| sections) 400 ey ~ 200 MeV ~ 500 MeV 600 MeV
« X MeV »
(hetween 5 350 Mev) Spallation target
Independently-phased s s“i;i:”"“'
Linac Front End Superconducting Section N~

CERN, 1-5 October 2007
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Issues for an ADS driver

« Specific challenges for ADS:
— High reliability and availability
» Less than a few unexpected beam shutdowns per year
— trips longer than 1 s duration induce stresses on fuel and assembly

« Component design and operation following the reliability-oriented
procedures used in the nuclear reactor community

— strong design
— planning of redundance and fault tolerance capabilities

— High power CW operation

« But with the possibility for beam holes (200 ps) at low duty cycle for
on-line reactivity measurements of the subcritical assembly

* For every linac component (in the high-energy, mid-
energy and low-energy sections) in the EUROTRANS
program a prototype will be designed, built and tested

CERN, 1-5 October 2007
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How reliability has been implemented

« Reliability guidelines extensively used in the linac design
— Derating
— Redundancies
— Fault tolerance

 Provide redundancy in the most critical items
— Source, RFQ, low energy stage
— Achieved by injector duplication!

« Handle the “natural” redundancy in the superconducting linac
— A SC linac has a high degree of modularity

— The whole beamline is an array of nearly identical “periods”
All components are derated with respect to technological limitations

— A high degree of fault tolerance with respect to cavity/magnets can be
expected in the SC linac

— Implies a reliable and sophisticated digital RF control system with
preset set points for implementation

CERN, 1-5 October 2007
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The reliability exploration activity L{ff”

Starting with FP5 PDS-XADS we have started
developing a qualitative FMEA + a lumped-component
reliability model of the driver superconducting linac

— preliminary “parts count” assessment presented at HPPA4

Extended study to variety of linac configurations
» L.B., P.P., Rel. Eng. System Safety 92 (2007) 449-463

— concentrate on design issues rather than component data
— fault tolerance implementation

— missing of a exhaustive and representative reliability parameter
database

FP6 EUROTRANS assumes the same linac layout

Study extended to show sensitivity to component
reliability characteristics

CERN, 1-5 October 2007
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Outcome of FP5 PDS-XADS activities

* Three project deliverables dedicated to
reliability assessments

— Qualitative FMEA
— RBD analysis

— Assessment of (lack of) existing MTBF
database for components

— Identification of redundant and fault
tolerant linac configurations intended to

provide nominal reliability
characteristics

CERN, 1-5
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4 Failure Mode and Effect Analys}

1.3 — Radio Frequency
1.3.1 - RF Cavity

FP5
CONTRACT N°: FIKW-CT-2001-00179
ISSUE CERTIFICATE

PDS-XADS

Preliminary Design Studies of an Experimental
Accelerator-Driven System

FP5
CONTRACT N°: FIKW-CT-2001-00179
ISSUE CERTIFICATE

PDS-XADS
Preliminary Design Studies of an Experimental
Accelerator-Driven System

Workpackage N° 3

Identification: N° DEL/03/057 Revision: 0

Potential for Reliability Inprovement
and Cost Optimization
of Linac and Cyclotron Accelerators

Dissemination level: RE

Issued by: INFN

Reference: INFN/TC_03/9 (July, 23", 2003)
Status: Final

Summary:

This document identifies the suitable design strategies that have been followed in order to meet the
reliability and availability specifications for the XADS accelerator outlined in Deliverable 1. The
document describes also how these strategies can be applied in the different components of the
XADS accelerator design, and how design iterations can lead to reliability improvements. The
Failure Mode and Effect Analysis (FMEA) methodology has been used on the suggested design for
highlighting the reliability critical areas. Finally, a first rough cost estimation of the XADS
accelerator is also provided.

Workpackage N° 3

Identification: N° DEL/04/063 Revision: 1

Definition of the
XADS-class reference accelerator concept
& needed R&D

Dissemination level: PU
Issued by: CNRS

Reference: XADS-DEL04-063
Status: Final

Function: Provide initial accel] Paolo Pierini, Alex C. Mueller, Bernard Carluec
o N d‘W REIDS INFN CNRS Fi ANP SAS
rignate 23/07/2003
Institution: CEA/INFN e 44 {)r
- [ Or o~
Failure Mode Cause _ “ - -
RESPONSIBLE WP LEADER COORDINATOR
DATE Name/Company Name/Company Name/Company
Failure ta reach  |Broken Pickup and/or Signature Signature Signature
design RF fleld |connectors.
Failure to reach RF instability due to fiel
design RF fleld lemission
Failure to reach
design RF fielg |Failure in RF feed P —— operare T TRrToT T Taeivery REConne GE SoTaTon ana TasT
switching
capabilities
No effect for &
LLRF system |double injector
Failure to reach Failure in LLRF control Cavity cannot| No beam Machine control
design RF field reliability operate 4 |RFQoff 4 delivery 3 |system Repair solution and fast
assessment switching
capabilities
[Water plant Cavity [RFQat lower eam from Need to estabilish
Fallure to reach  (Cavity detuning due towrong |reliability operate at 2 performance 2 |RFQ out of 2 RF contral, flow energy acceptance
design RF field  [coaling (water fiow) assessment, reduce . higher R sensors in linac from RFQ
overdesign performance losses P beam
i [Water plant Cavity RFQ at lower oo from R control Need to estabilish
Failure to reach  |Cavity detuning due towrong  [reliability operate at o [performance |, BT IO |, |emperature energy acceptance
| design RF field |cooling (water temperature)  [assessment, reduce . higher lspecs P: in linac from RFQ
loverdesign performance losses P beam
Cavity RFQ at lower Beam from Need to estabilish
Vacuum leak | eak in welds Quaity Control operate at o |performance |, |pEER IR | [Increased vaccum |Repair at next energy acceptance
reduce . higher lopess pressure Ishutdown in linac from RFQ
performance losses P beam
Page 46 of 112 Rev.0 FIKW-CT-2001-00179




CARE-HHH-APD BEAM'07

Definition of the reliability objectives

« Define a Mission Time, the operation period for which
we need to carry out estimations
— Depends on design of subcritical assembly/fuel cycle
* big difference w.r.t. HEP context, no weekly maintenance
« Define parameter for reliability goal
— Fault Rate, i.e. Number of system faults per mission
— Availability
— No concern on R parameter at mission time
* Ris the survival probability
 relevant for mission critical (non repairable environments, satellites!)
* Provide corrective maintenance “rules” on elements

— Components in the accelerator tunnel can be repaired only
during system halt

» Personnel protection issues in radiation areas
— Components in shielded areas can be repaired immediately

CERN, 1-5 October 2007
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e Assumed XT-ADS

)

Reliability goal ™™

— 3 months of continuous operation with < 3 trips per period

— 1 month of long shutdown
— 3 operation cycles per year

— 10 trips per year (i.e. beam interruptions longer than a second)

— no constraints on R

Mission Time 2190 hours
Goal MTBF ~ 700 hours
Goal number of failures per mission ~3

Reliability parameter

Unconstrained

CERN, 1-5 October 2007
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RAMS

« Baseline idea: use a commercial available RAMS tool for
formal accelerator reliability estimations
— Powerful RBD analysis
— Montecarlo evalutation

— Elaborated connection configurations
» Hot parallelism
» Standby parallelism
 Warm parallelism
» “k/n” parallelism
— Many options for maintenance schemes and actions (both
preventive & corrective, “kludge fixes”, etc.)

» Eg: fix when system fails or fix when component fail (it's the same
only for series connection)

» can easily account for maintenance cost and repair and spare
logistics

— Not used at all in accelerator community (or at least very rarely!)

CERN, 1-5 October 2007

C

INFN

)

12



CARE-HHH-APD BEAM'07

)
What kind of faults are in component MTBF? /™

MTBF means only random failure events

Every failure that is highly predictable should get out
of the MTBF estimations, and goes into the
(preemptive) maintenance analysis

— eg. Components wear out, failures related to bad design, Aging
(if we perform a constant failure rate analysis)

Example: CRT Monitor in a RBD block
— MTBF of 100.000 h

— But we know that CRT phosphors do not last 11 years! Monitors
need to be changed after 5.000 h of operations or so.

— The “bath-tub” curve...
Trivial concepts within communities where reliability
standards have been applied since decades

— Not so clear in accelerator community, hence confusing DB
— Accelerators are now in a similar situation of NPP in the '70s

CERN, 1-5 October 2007 13
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Design issues ™™

« Often many “reliability” problems can be truly identified
as component design issues (weak design) or improper
operation (above rated values) —

HOM couplers 51

* e.g. very successful SNS operation - ===

+2 feedthroughs leaked after testing =

- At SNS - A
— concerns due to components providing i tious. o vouseraee
ign . g . . -~10 cavities show deformed transmitte HOM transmitted :

non critical functionalities but With faIlluUre owewaaiems “ceme msmed sover cunves (o

*Most inline attenuators were damaged

mOd es With d raStiC Conseq uences during turn on and operation (transient

Operations of SNS SRF

*Cold Cathode Gauges
*Degradation of response and decreasing
reliability (interlock replacement)
*HOM Filters
+Distorted transmitted power waveforms
*Feedthrough and attenuators failures
*Field emission
*Relationship to quench, HOM, FPC
*Field emission cross talk
*Field emission cryogenic load

- i TESLA Technology Collaborabon Meeting
— Nowderw Sodewves Farméab Apnl 2326, 2007

. 1 SNS OAK RIDGE NATIONAL LABORATORY e
ﬁi}ﬂ.’-{m U. S. DEPARTMENT OF ENERGY UT-BATTELLE

CERN, 1-5 October 2007

power surge, related to field emission
bursts)

*Operational gradients limited and some
cavities are off to prevent possibility of
HOM feedthrough failure

. . TESLA Technology Colaboraton Mestng
e N diry Sriatins F April 23.26, 2007

o [ 85 v rcs Narionur Lusorsrons T
can
] gap
HOM
Feedthrough
14



CHL event

e On February 25th a loss of communication between an IOC and a
PLC in the CHL resulted in over pressurization of the He return
header and of all the cavities to 2.2 atm.

o Negative impact: three tuners were damaged (being repaired as we
speak)

e Positive impact: the system was pressure tested a significant
fraction of the pressure vessel code requirements

- = TESLA Technology Collaboration Meeting
—f\d'l’r‘{f’i"/r’ Secences Fermilab April 23-26, 2007

I SNS OAK RIDGE NATIONAL LABORATORY /\C'\
ST "j""" N U. S. DEPARTMENT OF ENERGY UT-BATTELLE
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Subscribe  Contact Fermilab Today  Archive  Classifieds

Also design
reviews and
On Tuesday, March 27, a Fermilab-built quadrupole magnet, i i
ane of an “inner triplet” of three focusing magnets, failed a = ”S k an aIyS I S
high-pressure test at Point 5 in the tunnel of the LHC 3 '
accelerator at CERMN. Since Tuesday, teams at CERN and p ro Ced u reS
Fermilab have worked closely together to address the prablem . .
and have identified the cause of the failure. Mow they are at are dlfferent In
work on a solution. th
. e 2
The asymmetric force generated by the pressure of the test p— el
broke the supports in magnet Q1 that hold the maanet's cold Communltles
mass inside the cryostat, which also resulted in damage to the | @1 Quadrupole Magnet — CERN and Fermilab are working
electrical connections. The status of the Q1 cold mass itselfis | to identify repairs to the structures that hold the cold mass
T T e T e e e T e et (Blue} in place within the cryostat (orange} in each magnet of
magnets in the triplet, @2 and Q3. Also under investigation is ~ [NE triplet on either side of the LHC's four interaction points. M
arch 2007

the status of a distribution feed box, or DFBX, designed to The Q1 magnet of each triplet is the magnet closest to the
provide cryagenic fluids and electrical power for the inner triplet  MtEraction point (7).

magnets. LHC magnet
failure in

Fermilab Update on Inner Triplet Magnets at LHC

The magnet supports are made of a material called G-11, a
alass cloth-epoxy laminate. The specifications for the magnet

designate 20 atmospheres as the design pressure criterion tunnel
and 25 atmospheres as the acceptance test criterion.
However, computer-aided engineering calculations completed a foreseen

independently by Fermilab and CERM on March 28 show that
the G-11 support structure in the magnets was inadequate to
withstand the associated longitudinal forces. CERM and
Fermilab now know thatthis is an intrinsic design flaw that
must be addressed in all triplet magnets assembled at
Fermilab.

test condition
was not in the
design specs

Review of engineering design documentation reveals that the
longitudinal force generated by asymmetric loading was not

included in the engineering design or identified as an issue in | Longitudinal force during a pressure test broke the G-11
the four design reviews that were carried out. suppart atructure (green) securing the cold mazs (blue) inside
the magnet cryostat (not shown).

CARE-HHH-APD BEAM'07
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But also cases of significant design effort (™

« LHC Machine Protection system
— Energy stored in each of the 2 proton beams will be 360 MJ

— If lost without control serious damage to hardware

» 1 kg of copper melts with 700 kJ

— Analysis meant to trade off safety (probability of undetected
beam losses leading to machine damage) and availability
(number of false beam trips per year induced by the system)

— Complete reliability modeling

 LHC magnets
Quench Protection System

— Huge energy stored in
SC magnets (10 GJ)

— Needs to be gracefully
handled

CERN, 1-5 October 2007

Presulings of 2HIS Purtlele Aveslorulor Confisrones, Knexvlllo, Tennessow

RELIABILITY ASSESSMENT OF THE LHC MACHINE PROTECTION
SYSTEM

K. lilipptnt. 13, Dehning. (. CGuoglto, I, Rodriguez-Mateos, R, Schmidt, 13, Todd. J, Usthoven,
A Vergora=Femandez. AL Zerlauth, CERN. Geneva, Switzerland

Abwtrae

A lerge member of complex systems wall be involved in
cnsurmg & sale operstion of the (HRY Lage Hadren
{ollider. such as beem dumping end collimauon, beem
Tous and position manitons, guench probéction. powonng
mivrlock and beam Interkk wvsiom, The lsier will
monltor the status of all olher sysioms and trigger the
hoam short If nocwssary. While the overall sysiom s
expoctad w provie an wxiromely high kevel of protoction,
none of the invelvad components shoukd unduly Impode
mechine opemation by creating physieally unfounded
dump requentn of heam anhibil mgrals. This paper
wvenligates the renudling irsde-olf hetween salfely and
memlehility e provide: quantitme resulis For the mest
crilical protection elemenix

MACIHINE PROTECTION AND
DEPENDABILITY CONCERNN
The Mechme  DProtccion  Symiem (MBS 1.2
gunranisen inlie eonlivons in the LITC by 1) checking the
smus of the eyuipment Belore every mew N el 2)
prevemting dumage to the muchine by willy soppmg

arsrivg imie he Boam i eivehimme ot b an the ool of

Interleok Cuntrollors (PICL 36 in total. Moro detalls on
vasch sywtem mey bo Rwnd In | 1], Figures of wafoty and
vnnvallabaly Jdue o Brlse Jumps will be glven for o
yuar of operaikon undor difforent oporationsl seenanis

MP# MODELLING ASPECTH

Tho sywiem I stvdliod In e wepe, Findhe walely and
unavallabality due w flso duamps have been evalusted for
esoh gpmem of the simplified NP2, pasing trough the
delimition of the fmetsnnl archileowre, Feilure Maodes,
Kffects and ¢rivioslity Analyse (FMECA) (3] aml
rebability prediction sl oomponent level Thes hes heen
tha el Lime-onmeasming parl of the sy becawse for all
wlem components the feilune modes nesdad 10 he
delinel mnd therefore clawufieod with resgwol 1o 1he
consequonces, includmg the means 1o provent them
Fallure rotes were deduced from  Ideroture 6] or
wwnence Chistoneal CHRN dmabases), in both cosm
sdopung conservauve criema (e overeslimating the
component wrem Mokis),

An owecond wtep. resubin obtmned Gor the individual

mmtems have bom wrvnged ime the simplified M17

madel with the s of dump requests amd  teir
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Lumped components database ™™

* Reduce the accelerator complexity to a simple system

« System composed of “lumped” components
— Various sources: IFMIF, SNS, APT estimates, internal eng. judg.
— + a bit of optimism and realism

System Subsystem MTBF (h) MTTR (h)
Injector Proton Source 1,000 2
RFQ 1,200 4
NC DTL 1,000 2
Support Systems Cryoplant 3,000 10
Cooling System 3,000 2
Control System 3,000 2
RF Unit High Voltage PS 30,000 4
Low Level RF 100,000 4
Transmitters 10,000 4
Amplifier 50,000 4
Power Components 100,000 12
Beam Delivery System Magnets 1,000,000 1
Power Supplies 100,000 1

CERN, 1-5 October 2007
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MTBF data ™"

« We cannot rely on MTBF data sources for typical
accelerator components (usually special components)

* The set of data is used to develop a system scheme that
guarantees the proper reliability characteristics with the
given components by using

— fault tolerance capabilities
— redundancy patterns

« Experimental activities foreseen within EUROTRANS will
provide more knowledge on some of the reliability
characteristics of the key components

* Also SNS operational experience is very relevant

CERN, 1-5 October 2007 19



CARE-HHH-APD BEAM'07

EUROTRANS linac

(350 MHz, 1 or2
seqtions)

sC eIIipticaf cavities (700 MH%, 3 sections)

v Y v
~00MeV  ~200Mev | ~500MeV 600 MeV

« X MeV»
{hetween 5 &50 Me

Linac Front End

|

96 RF units \

CERN, 1-5 October 2007

j :f Spallation target

& sub-critical
core

Superconducking Section S ——"

Independently-phased

0 MeV

o »

| B

.
A
|

>

‘ 92 RF units ‘

INFN
C

Beam dump
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Parts count ™™

CARE-HHH-APD BEAM'07

« With a “parts count” estimate we come to an obviously
short MTBF ~ 30 h

« Split into:
— Injector: 1.7%
— Spoke linac: 45.4%
— High energy linac: 43.5%
— Beam line: 0.6%

— Support systems: 2.7%

« Of course, the highest number of components is in the
linac (nearly 100 RF units each, with each RF units
having an MTBF of 5700 h...

 That already suggests where to implement strategies
for redundancy and fault tolerance implementation

CERN, 1-5 October 2007 21
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Subsystems ™"

Injector

.m
Start End

P

Standard support systems, with MTBFs only moderately

Support SyStemS tailored to mission time. Each system R(Mission time) = 0.48.
We——{  Assy: CRYOPLANT  p—9  Assy: CONTROL SYSTEM  |—19  Assy. COOLING  [——+l
Start End
1::1
RF Units
Aszy: RFUNIT Assy: RFLINIT Asgsyr RELIMIT Assy: RELINIT
'g ng_t’ PN: HYPS == PN: LLRF P PN TRANSMITTER [ | PN: AMPLIFIER D"
<
L
m
o
< Assy: REUNIT " o :
T PH; POWER RF COMPONENTS o RF Unit MTBF (full) ~ 5700 hours
R 1:1 RF Unit MTBF (in-tunnel) ~ 6100 hours
<
@)

CERN, 1-5 October 2007 22
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Initial Scenario — All Series, no redundancy ™"

* Worst possible case
— similar to parts count

|
Start
* All component failures
lead to a system failure
Assy: CRYOPLANT Assy: CONTROL SYSTEM Assy: COOLING
MTEF: 3000, - FMTEF: 3000, ot MT%F: 31IIIIIID,
Clty: 1 Cliy: 1 ty:
 Poor MTBF MCthyﬂil, bt MCT. 2, hr MCT. 2, hr
« Too many failures
per mission
Assy: SPOKE EF ELEMENT Assy: ELLIPTICAL RF ELEMENT
. MTEF: 5700, MTEF: 5700,
* Mostly due to RF units Oty: 96 T Qty: 52
MCT: 4, hr FACT: 4, hr
« 5700/188 = 30.32 h
System MTBF 31.2 hours -
Number of failures 70.23 d

Steady State Availability 87.2%

CERN, 1-5 October 2007 23



CARE-HHH-APD BEAM'07

Mitigating occurrence of faults by system design

* Clearly, in the region where we are driven by high
number of moderately reliable components we don't
want a series connection (where each component fault
means a system fault)

— Need to provide fault tolerance

* Luckily, the SC linac has ideal perspectives for
introducing tolerance to RF faults:
— hiahlv modiilar nattern of reneated comnonante nrovidinag tha
1 Ilul Ily [NEAVAVAG L@ | rJULL\JI I \Ji 1 \JrJ\JUL\Ju \CAV A | I|~J\JI INnvVIETWW '.II \J VINALL Iv Ll I\
same functions (beam acceleration and focussing)

— individual cavity RF feed, digital LLRF regulation with setpoints
and tabulated procedures

 In the injector low fault rates can be achieved by
redundancy

CERN, 1-5 October 2007
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2 Sources - © Fault Tolerant SC section C

CARE-HHH-APD BEAM'07

52 3 3 ®m
5 8 8 B

el E—
Start 1 1
* Double the injector
Assy: CRYOPLANT Assy: CONTROL SYSTEM Assy: COOLING — Perfect switching
WTEF: 3000, MTEF: 3000, MTEF: 3000, :
& Qty: 1 = Qty: 1 & Oty 1 — Repair can be
MCT: 10, hr MCT: 2, hr MCT: 2, hr immediate
« Assume infinite FT
Assy: SPOKE LINAG Assy: ELLIPTICAL LINAC in linac section
FR: D, o N FR:0, T ‘
Cliy: 1 City: 1
e b  Reliability goal is

reached!

System MTBF 796.91 hours
Number of failures 2.75
ol =
Eng | Steady State Availability 99.5 %
1::1

25
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2 Sources — Redundant RF Systems

« Keep 2 sources

* Assume that we can
deal at any moment with
any 2 RF Units failing at
any position in the SC

sections

— Maintenance can be
performed on the
failing units while
system is in operation

— ideal detection and

switching

 Still within goals

Start

1:1

n
INFN

C

Azsy: CRYOPLANT
MTEF: 3000,
Gty 1
MCT: 10, hr

Assy: CONTROL SYSTEM
WMTBF: 3000,
Oty 1
MCT: 2, hr

Asgzy: COOLING
MTEF: 3000,
Gty 1
MCT: 2, hr

System MTBF

757.84 hours

Number of failures

2.89

Steady State Availability

99.5 %

CERN, 1-5 October 2007

Assy: SPOKE RF ELEMENT
MTEF: 5700,

Qty: 56
MCT: 4, hr

Assy: ELLIPTICAL RF ELEMENT
MTEF: 5700,

34::95 Parallel
Switch Prob: 1

Agsy: SPOKE RF ELEMENT
WMTBF: 700,

City: 95
MCT: 4, hr

Qty: 52
MCT: 4, hr

90::92 Parallel
Switch Prob: 1

Azsy: ELLIPTICAL RF ELEMENT
MTBF: 5700,

Oty 92
MCT: 4, hr

=
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)
Realistic RF Unit correction provisions ™™

* When assuming parallelism and lumped components we
should be consistent in defining repair provisions

* For example, the components in the RF system that are
out of the main accelerator tunnel can be immediately
repairable, but certainly not all RF power components
that are inside the protected-access tunnel

— Even if the in-tunnel component can be considered in parallel
(we may tolerate failures to some degree), all repairs are
executed ONLY when the system is stopped

— This greatly changes system MTBF

Aszy: RFUNIT Assy: RFLINIT Asgsyr RELIMIT Assy: RELINIT

Sta;_[} FPr: HYPS Fr: LLEF FM: TRANSMITTER FM: AMPLIFIER [}‘
L Assy HFLNIT - -
FI: POWER RF COMPOMENTS m

CERN, 1-5 October 2007 27



CARE-HHH-APD BEAM'07

Final Scheme — Split RF Systems

« Keep 2 sources
« Split RF Units
— Qut of tunnel
* Immediate repair
« Any 2 can fail/section
— In tunnel

* 1 redundant/section
* Repair @ system

n
INFN

C

Agsy: CRYOPLANT
MTEF: 3000, I+
WMCT: 10, hr

Assy: CONTROL SYETEM
MTEF: 3000,
MCT: 2, hr

Agsy: COOLING

MTEF: 3000,
MCT: 2, hr

Asgsy: SPOKE RF ELEMENT
WMTEF: 6100,
MCT: 4, hr

94::96 Parallel
Switch Prob: 1

failure
System MTBF 550 hours
Number of failures 3.8
Steady State Availability 97.9 %

Assy: SPOKE RF ELEMENT
MTEF: 100,
MCT: 4, hr

Assy: POWER RF COMPONENTS
WTEF: 1000000,
MCT: 12, hr

95::96 Parallel
Switch Prob: 1

Assy: POWER RF COMPONENTS
MTEF: 1000000,
MCT: 12, hr

* Increasing only MTBFx2
of support systems

MTEF: 6100,
MCT: 4, hr

Assy: ELL RF ELEMENT

90::92 Parallel
Switch Prob: 1

MTEF: 6100,
MCT: 4, hr

Agey: ELL RF ELEMENT

Agsy: POWER RF COMPONENTS
MTEF: 1000000,
MCT: 12, hr

91::92 Parallel
Switch Prob: 1

Agsy: POWER RF COMPONENTS
MTEF: 1000000,
MCT: 12, hr

System MTBF 720 hours
Number of failures 2.80
Steady State Availability 99.1 %

CERN, 1-5 October 2007




)
System MTBF “evolution” ™™

Fault Tolerance degree RF unit repair
1 None, all in series At system stop 31
2 Infinite Immediate 797
2 94/96 in spoke, 90/92 in ell are needed | Immediate 758
2 94/96 in spoke, 90/92 in ell are needed, |« Immediate for out | 558
more realistic correction provisions, by of tunnel
Spllttlng the RF SyStem e gt System Stop for
in tunnel
2 94/96 in spoke, 90/92 in ell are needed, | ¢« Immediate for out | 720
split RF of tunnel
_ SUPPORT SYSTEM MTBF * 2 « at system stop for
% in tunnel
§ 2 94/96 in spoke, 90/92 in ell are needed, | ¢« Immediate for out 760
% split RF of tunnel
T IN-TUNNEL MTBF * 10 - at system stop for
: in tunnel
@)
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)
Lesson learned ("™

* Type of connection & corrective maintenance provisions
change dramatically the resulting system reliability,
independently of the component reliability characteristics

* This analysis allows to identify choices of components
for which we need to guarantee high MTBF, due to their
criticality or impossibility of performing maintenance

— in-tunnel components/more robust support systems

* Analysis here is still crude, while similar MTBF values
are reported in literature, the MTTR are inserted mainly
for demonstration purposes

— several issues ignored: decay times before repair, logistic
issues, long times if cooldown/warmup is needed...

CERN, 1-5 October 2007 30
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Example: acting on in-tunnel components (*™

Linked Ta:
SUPPORT SYSTEMS Here MTBF*10 in

the in tunnel
components

Linked To: 0 3
SPLIT RF REPAIR LINAC

* In terms of fault rates in mission (2.9 total)
— Injector contributes to 3%
— Support systems amounts to 75%!

— Linac is down to 5%
— BDS is 17%

« Clearly longer MTBF in the conventional support
systems is desirable...

CARE-HHH-APD BEAM'07
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Example: acting on support systems ™"

Here MTBF*2 in the
support systems

Linked To:
SPLIT RF REPAIR LINAC

* In terms of fault rates in mission (2.8 total)
— Injector contributes to 3%
— Support systems amounts to 35%
— Linac is 45%
— BDS is 16%

* More balanced share of fault areas
« MTBF increase only in conventional support facilities

CARE-HHH-APD BEAM'07
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)
Fault tolerance ™™

 Still, analysis assumes a high degree of fault tolerance,
where the failure of an RF unit is automatically recovered
without inducing beam trips on target in timescales ~ 1 s
— challenging technical issue in LLRF and beam control systems

« Two tasks of the EUROTRANS accelerator program
(Tasks 1.3.4 and 1.3.5) are dedicated to reliability

analysis and LLRF issues for providing fault tolerance in
the high power linac

CERN, 1-5 October 2007 33
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Fault tolerance * IP-EUROTRANS -5
*'EJNTEGRATEDPROJECTONIEUROPEANTRANSMUTAHON- bt e RK

GOAL

- Recover most of the SCRF cavities
(spoke/elliptical) fault conditions

- Without stopping the beam more than 1
second T T

%m -. ________ m‘ _____

STRATEGY qﬂ) (HB m 2
- Use the “local compensation | ‘ ' ' Eé
method” in the case of a cavity failure e
RF Field control and S @
- Adjacent cavities are retuned to Ly L‘erj;’,‘oLZ . 2
provide the missing energy gain to
the beam

- Performed using a pre-tabulated referance
set-points database (or fast beam energy and phase
diagnostics ideally)

Eurotrans WP1.3 meeting, Orsay, September 25th 2007 J.L. Biarrotte, IPN, D. 34
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Fast failure recovery scenarios {IIP'-EUROTRANS

% INTEGRATED PROJECT ON EUROPEAN TRANSMUTATION - SIXTH FRAMEWORK
w PROGRAMME

SCENARIO n°1: STOPPING THE BEAM FOR 1

DYNAMICS POIN

DEMONSTRAT

- Proven during PDS-XADS by systematic simulations [Biarrotte et al., HPPA04, EPACO04]

- using the local compensation method with 4 to 8 cavities

- requiring up to ~30% margin on powers and fields

- for all energies from 5 to 600 MeV, but with less good results below 10/ 15 MeV
- Demonstrated on-line at SNS [Galambos et al., ICANSO07, HPPAQ7]

- at high energy (> 200 MeV) & low mean current
- using the “global compensation method”
- recovery procedure duration = a few minutes

-Work still to be done on technical issues:

- fast fault detection, LLRF communication procedures, cold tuner fast management

Eurotrans WP1.3 meeting, Orsay, September 25th 2007 J.L. Biarrotte, IPN, D. 35
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Fast failure recovery scenarios {IP'-EUROTRANS

|

ly
\|il|||

—

SIXTH FRAMEWORK
PROGRAMME

* ";_lNTEGRATED PROJECT ON EUROPEAN TRANSMUTATION -

SCENARIO n°2: WITHOUT STOPPING THE BEAM

Fast
enough to
avoid
significant
beam loss

- fast fault detection;

- fast access to a predefined set-point general database;

- fast update and tracking of the new field and phase set-points, based
on the foreseen failed cavity transient behaviour (pre-calculated tables),
to recover quickly the nominal beam transmission and energy;

- slow update and tracking of new field and phase set-points with the
same method while detuning the failed cavity to avoid beam loading
effects

TO BE DEMONSTRATED ON THE BEAM DYNAMICS POINT OF VIEW

Eurotrans WP1.3 meeting, Orsay, September 25th 2007 J.L. Biarrotte, IPN, D. 36
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Simulation tool development

« IMPLEMENTATION IN THE

TRACEWIN / PARTRAN CEA
CODE

Implementation of cavity model
with RF control loop in the whole
linac

Crosscheck with Simulink
simulations

Implementation of the option
“transient calculation”:
Enveloppes/MP are simulated
every dt

on the choice of the time steps

. lP EUROTRANS

* |NTEGRATED PROJECT ON EUROPEAN TRANSMUTATION -

L}
|

<

SIXTH FRAMEWORK
PROGRAMME

& :
& :
: Time multiparticle step
&s:

&

Time integration step
Time envelope step

Nominal Settings of the EUROTRANS design

Time storage step

Can be very consuming depending

A 4

(pcav VC&V

Cavity nominal settings

Eurotrans WP1.3 meeting, Orsay, September 25th 2007

t+ &,
Data storage <
v (pcav cav
t+&l P) a a s
1 Envelope [ BEAMICYNEMICS
LT . paricle || CHEEIEHONE
2 \JJ .
i Multiparticle t+d,
Beam
v Vv |
Cavity model including : -
- Power max
1 - Field max
- Beam loading, r/Q(Bpeam)
- Lorenz detuning
- Microphonic perturbations
/ f0 < Delay J
Cavity 1
Cavity 2
| Cavity N
((pcav Vcav)l ton ((pcav Vcav)l ton
J L Blarrotte IPN, D. 37
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Failure of a cavity * ]P EUROTRANS é

- INTEGRATED PROJECT ON EUROPEAN TRANSMUTATION - Bl W12 Lo
y, PROGRAMME

Beam enveloppes at different t

TraceWin - CEA/ DSM! DAPNIA! SACM TraceWin - CEA/ DSM! DAPNIA/ SACM Ele: 773 [260.481 m]  WGHOOD :BBR3 /10000  Flofwin - CEA/DSM/DAPHIA/SACKH

X (mm)

wfFailed cavity
0 50 100 150 200 250 R R R pOS|t|0n

Position (m) Position (m)

AN

Paly

iy

i

=}
Sl

W (MeV)

L2

]‘
W (MeV)
P

¥ (mm)

1l
; 50 100 150 200 250 0 50 100 150 200 250 o
Fosition (m) _ Pasition (m) =2l
¥ an; ¥ a0
= E 208
& 20 o a0
M 0 o 0
3 o 20
-?U-} ) g‘ 407
° ar o A ]
e T =0 100 150 200 260 I e e e e
= o " " ik 2o 20 oo (o 0 50 100 150 200 20
Position (m) sition (m) N
. . . ) ) ] Poszition (m)
Figure 8 : Envelopes at 0 pis, reference linac Figure 9 : Envelopes at 20 us . S .
TraceWin - CEAI DSM/ DAPNIA/ SACM TraceWin - CEA/DSM/ DAPNIA/ SACM Figure 12 : Transverse beam distribution at 220 pis, in red are plotted the losses
";’h - e kL TraceWin - CEADSMDAPNIASACH
£ E - - .
2 < o 35| f f
* * MWWW ] : : :
" 30] ' '
T T TR T i
Position (m) 1
| _ 25
. P
=t S 2 anl
z 0 g - 20|
z-1 z o]
2 % 15]
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Figure 10 : Envelapes at 50 pis Figure 11 : Envelopes at 100 s Figure 13 : Losses along the linac at 220 ps.
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Compensating a cavity failure {]P~EUROTRANS

% INTEGRATED PROJECT ON EUROPEAN TRANSMUTATION - Lt

EXAMPLE : @ t=0, the last spoke cavity fails

-t1 = 75 us (detection time), t2 = 75 us (correction step)

iy
"~u||||||»

—

PROGRAMME

- Good emittance behaviour, no beam losses during the procedure

TraceWin - CEADSMDAPNIA/SACM =
o "] * Z

.Ey
o Ex

D(degy at 352.2 MHZ) - WiMeY)

g 10

v

L)

Ri{mm) - Y(mm)

Norm. rms emittances ( .mm.mrad )

500 1000 AR A A M
Time (ps)

Figure 20 : Enuttance evolution during the first ms

A0

5 0 5 10

Po=-0161 deqg Wo=512.81123 MeY Hma =7.802 mm Y max =3 486 mm

Eurotrans WP1.3 meeting, Orsay, September 25th 2007 J.L. Biarrotte, IPN, D.
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)
Conclusions ™™

CARE-HHH-APD BEAM'07

« Even in the absence of a validated reliability database
for accelerator components the standard reliability
analysis procedures indicate where design effort should
be concentrated:

— providing large degree of fault tolerance whenever possible
» Meaning: fault detection, isolation and correction procedures

— providing additional design effort aimed at longer MTBF only in
critical components

« Study here is an illustration of how, with minimal
“tweaking” of the component MTBF, a simple model for
an accelerator system can be altered (adding
redundancy and fault tolerance capabilities) in order to
meet the ADS goals

CERN, 1-5 October 2007 40



