pre-GDB 04 Dec 2007 CCRCO08 Planning (1/5)

Prepared second draft of ‘extra’ resources required for February run of CCRC’08 not
including storage for 2" pass reconstruction at Tier-1 except for LHCb who have given
full breakdown. Assuming 14 days running. Raised many assumptions for decision, some
global, some per experiment

ALL:

« what LHC machine efficiency to build in. | have this time taken 55% in table in slides 3
(Feb) and 4 (May). What efficiency was built into the TDRs (seconds of beam in 087?)

*\What are the storage resource requirements at Tierlfor 2nd pass reconstruction and

copies to other Tierl (I have it for ATLAS) . | have assumed full 2008 cpu is required due
to lumpy arrival of data but now question this if challenge is to simulate 55% LHC
efficiency.

*\What ramp-up profile over the two weeks ?
ALICE:

*Predicting 60MB/sec out of CERN Raw+Aod while nominal is 1 MB events + 0.1 MB
ESD at 100 Hz. Machine efficiency factor or what assumptions ?answer is 55% assumed

*Will be mixture of detector (to be kept) and MC (to be deleted) — how much of each ?
answer during December — current guess is one third

Complete copy of Raw to tape at Tierl while ESD to disk only at Tierl. ALICE model
implies all Tierl disk is T1D1 where the disk residency is managed by ALICE ? Answer

raw should be treated as T1DO
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ATLAS:

| have assumed full nominal rates so TierO raw export at 320 MB/s, ESD export at
508 MB/s (2 complete copies exported plus a complete copy to BNL) and AOD export
at 200 MB/s (complete AOD to all 10 sites). Raw to tape, ESD and AOD to disk.

*Any data to be kept ? Probably not.
CMS:

*Have assumed 600 MB/s for FEVT data TierO to Tierl, all to go to T1D0. What
should be the T1D1 component.

*Also a mixture of cosmics (to be kept) and MC (to be deleted). Which fractions ?
LHCb:

*Gave full storage matrix for Raw, rDST and M-DST+DST. For the last says 8+6x8 TB

(8 TB T1D1+40TB TOD1) . Why 40TB with 6 external Tierl ? +8 TB T1D1 at T1 sites.
LHCDb have corrected my per site distribution.
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» Site Planning changes since last pre-GDB

— IN2P3 2008 pledges slightly changed downwards. Should know Feb
resources by mid-December.

— NL-T1 clarify their tape capacity is quickly obtained when needed.
Ordering extra cpu and disk capacity early March.

— FZK clarify CMS requirement for 380 TB of tape is only for October
2008 not April so will delay acquisition

— FNAL report (large) increases in currently installed capacity and should
reach 2008 pledges in May (assumed yes in spreadsheet).

— RAL report (large) increases in currently installed capacity. They also
buy tape quickly as and when needed.

NN claAarilA rmaAaatr DNNT7 A_RlAaAAA Lavy Tamiitarm s, DONNO NlA AlatA vintr A DOTNNO
— NDOIr oSluuiud lfiect Vv /@ picuyce vy Jdliiudly £2Uvo. INU ualce ycel 1Vl £LUUo
pledge.

 These changes were put in the following spreadsheets together with 55%
beam efficiency for ATLAS and CMS (was already in for ALICE and LHCD).
Sites which have not confirmed acquisition dates for 2008 pledges are
assumed to stay with current resources in May (RAL, NDGF, US-ALICE).
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Including Tier 0 and Tierl ESD production cpu but not storage (usually T1D1 at the
production site and TOD1 at the copied Tier1 sites) requirements from 2 weeks full
nominal 2008 p-p running at 55% LHC efficiency in February require:

*About 1.3 times the planned installed cpu at TierO and 2-3 times that at most Tier 1
(BNL and FNAL OK). Should this be scaled down by 0.55 ? ALICE is 25% of total.

*From 3 to 8% of the currently planned to be installed disk capacity but higher at NL-
T1 (reported as 253 TB disk installed ? Being checked), and at CERN if the full CAF
requirements are needed.

*From 5 to 10% of the currently planned to be installed tape capacity but 100% at
NL-T1 (reported as 52 TB tape installed ? They and RAL buy at short notice when
needed).

*Should be possible to seriously exercise Tierl ESD production and storage

Including Tier O and Tierl ESD production cpu but not storage (usually T1D1 at the
production site and TOD1 at the copied Tierl sites) extra requirements from 4 weeks
full nominal 2008 p-p running at 55% LHC efficiency in May require:

*Full 202008 cpu capacity to be installed — current hard planning is for 63% to be
available.

*Will take 5% of pledged disk capacity — current hard planning is for 57% to be
installed.

*Will take 7% of pledged tape capacity — current hard planning is for 63% to be
installed.

*To be checked how this 30 days matches full 2008 requirements (eg ESD storage)
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