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2004 incident 

TT40 damage during high intensity 
SPS extraction 

 

Powering failure in a magnet. 

• Magnet with low time constant. 

 

Beam extraction with the wrong trajectory. 

Vacuum chamber badly damaged. 



 

2.2 Mechanical damage to the vacuum chamber 

The 3.414 m long vacuum chamber was removed from the magnet, and damage was observed on the 

outside, Figure 3. A cut approximately 25 cm long was clearly visible, at about 70 cm from the start of the 

chamber. No damage was visible to the magnet; in particular, the large flange at the exit of the vacuum 

chamber was unmarked, indicating that no significant number of primary protons had penetrated the whole 

length through the vacuum chamber wall. 

 

 

1 cm

Figure 3. Damage observed on the outside of the vacuum chamber. A cut approximately 25 cm long was 

clearly visible, at about 70 cm from the start of the chamber. 

 

When the chamber was cut open for inspection, the beam impact side was confirmed to be on the right 

(inside), in agreement with insufficient MSE deflection, Figure 4. A groove approximately 110 cm long 

where the chamber material had been removed was clearly visible, starting at about 30 cm from the 

entrance. Traces of heating were visible along this grove. The chamber was not cut completely through by 

the beam, but appears to have ‘sprung’ in the hottest central region, due to the removal of material, the 

external air pressure and the significant softening of the chamber wall. On the non-impact side, the wall was 

covered with condensed drops of steel, Figure 5, showing that the material had exceeded its melting point. 
 

 

1 cm

Figure 4. Damage observed on the inside of the vacuum chamber, on the beam impact side. A groove 

approximately 110 cm long due to removed material was clearly visible, starting at about 30 cm from the 

entrance.  
 

 

1 cm

Figure 5. Damage observed on the inside of the vacuum chamber, on the side opposite to the beam impact. 

Molten material has been projected across the chamber and has condensed in droplets on the other wall. 
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Inside of the vacuum chamber 

Outside of the vacuum chamber 



 

 
Figure 13. Simulation of the MSE current decay due to a magnet interlock. The curve position is adjusted in 

time to pass through the measured (logged) current value at 19400 ms. The current at the extraction time is 

then 6% too low. 

4. FLUKA simulations of energy deposited in the QTRF4002 chamber 

With the impact parameters deduced above, a FLUKA model was made to check if the observed damage 

profile could be reconstituted. Figure 14 shows the energy deposition profile obtained, for a test geometry 

with a 5 m long chamber equipped with entrance flange only.  

The maximum temperature reached in the peak of the energy deposition in the pipe, made of stainless 

steel 314L, is only 1350˚C, Figure 15, compared to the melting point of 314L of 1400˚C. This contradicts 

the observation of massive melting which had occurred on the inside of the pipe. However, iterations with 

the FLUKA model showed that small changes of the input parameters in the simulation had a large effect on 

the resulting energy deposition. It turned out to be extremely difficult to reconstitute the observed physical 

damage in a simulation without more accurate knowledge of the input conditions. 

 
Figure 14. FLUKA simulation results for energy deposited in the QTRF4002 chamber for the calculated 

beam impact. 

-  - 9



Fast Magnet Current change Monitor 
FPGA based devices that monitor the state of 
a normal conducting magnets (“warm 
magnets”). 

Measures the voltage across magnets to 
detect fast current changes. 

Can trigger a beam dump. 

• When signals are above predefined thresholds. 
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5.1.2 DESCRIPTION OF THE TESTS 

The following tests will be performed during hardware commissioning: 

 

 Rep. Action Group(s) 

Responsible 

1 N For each individual FMCM, verify correct installation of 

voltage divider and cabling towards the FMCM. Validate 

voltage measurement during a PC cycle at the monitoring 

outputs of the FMCM  

TE/EPC, 

TE/MPE 

2 N For each individual FMCM, verify correct installation of the 

controls interface and timing cabling and validate its 

functionality via the SCADA system; validate the correct 

storage of PM data. 

TE/MPE 

3 S, O For each FMCM, program a current step into the powering 

cycle and validate the correct triggering of the FMCM with 

the BIS; optimize threshold if required with increasing beam 

intensity/energy (Note: The threshold is not dependent on 

the beam intensity/energy, but may for safety reasons be 

further decreased for high beam intensity). 

BE/OP, 

TE/MPE 

 

5.1.3 STATUS OF THE SYSTEM AFTER TESTS 

After these tests, the interlock logic and thresholds of the Fast Magnet Current Change 

Monitors interlocks have been checked and the system is ready to be tested with 

beam. 

6. LINK TO OTHER EQUIPEMENT 

The interfaces listed in this paragraph concern only the ones in relation with the 

Machine Protection System; it does not describe any procedures to test the interfaces 

to protect individual equipment but only summarise the logic applied in the design.  

6.1 INTERFACES WITH THE BEAM INTERLOCK SYSTEM 

The interface with the BIS is described in more detail in the corresponding test 

specification [2] and will be tested within the scope of the BIS tests. 

6.1.1 SIGNALS BETWEEN FMCM AND BEAM INTERLOCK SYSTEM 

– Each FMCM is linked to the BIS via a CIBUS and is connected to a maskable input. 

As the FMCMs are mostly protecting single aperture magnets (or twin aperture 

magnets with a single power supply), the FMCM always dumps both beams in the 

LHC (except for the dump septas in point 6). FMCMs in the transfer lines the SPS 

extraction will be inhibited in case the FMCM remove the user permit.  

– The “Beam_Info” signal given by the BIS is read back by each FMCM but not used 

in the interlock logic.  
 

 

Figure 3: Connection scheme of FMCM with BIS. 

FMCM BIS 
User_Permit 

LBDS Beam_Permit 

Beam_Info 
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Other Inputs / Outputs: 

 9 pin female D-sub connector for the RS 422 connection of the system to 
the CERN control system 

 1-pole BNC (LEMO) connectors for timing connection and for PM triggering 

 

 

Figure 1: DESY version of the Fast Magnet Current Change Monitor (before CERN adaptation; 

in the back the power supply and in the front part the analogue electronics and the FPGA) 

3. LAYOUT OF THE SYSTEM 

A number of electrical circuits in the transfer lines and the LHC should be equipped 

with an FMCM. This includes normal conducting separation dipoles in IR1 and IR5 of 

the LHC, injection and dump septa magnets in IR2, IR6 and IR8 and magnets in the 

collimation insertions IR3 and IR7. In these insertions failures such as mains failures 

could affect a large numbers of normal conducting magnets at the same time. In the 

transfer lines systems are installed for the septa magnets, main bends and switching 

magnets. 

 

Figure 2: Layout of the FMCM and the foreseen installation locations in the LHC and the SPS-

LHC Transfer lines 

TI2, TI8, CNGS, TT40 
 

•Septa (MSE, MSI, MST) 

•MBB, MBG 

•MBI, MBHC 

•MBIBH 

•MBHA 

•Etc  

LHC 
 

•D1 in IR1 and IR5 

•MSD Dump septa in IR6 

•D3/D4 in IR3, IR7 



LHC FMCMs 

Transfer lines FMCMs 

? 



PostMortem framework 
Provides comprehensive monitoring of the 
functioning of machine protection system. 

• Improve efficiency of the LHC. 

• Explain damage. 

 

The PM event must be automatically analyzed.  

• ‘Digested’ information must be generated for 
operators. 



Hereby it is not only beam dump events which are of 

interest (resulting in a rather easily recognizable  

avalanche of PM data) [1], but also events in the LHC 

Powering System which will only produce some two to 

five PM buffers, but which will also require for a detailed 

PM analysis. Event building is done based on pattern 

recognition within the continuous stream of incoming PM 

data files, using the trigger time-stamp of the PM buffer 

as one of the key criteria. Detected events have to be 

mutually exclusive, i.e. a single PM buffer can only 

belong to a single event. In case an event in the powering 

system will occur simultaneously to a global beam dump 

event, it will not be considered as an independent event 

but will be incorporated and analyzed within the global 

beam dump event. Figure 1 shows the example of a 

(simulated) global PM event (called GPM1) occurring in 

the Event Builder as well as of a test event (GPM2), 

surrounded by isolated individual system dumps (called 

ISODD). The latter will not trigger a global analysis 

session. In case an event has been detected which is 

judged as interesting for a detailed analysis, the event 

builder will forward the event details and the list of 

related PM data buffers to the analysis server. 

POST MORTEM ANALYSIS SERVER 

While the sole purpose of the event builder is the 

identification of interesting groups of PM buffers (and if 

possible the presumed type of event), will it be the task of 

the analysis server (with a simplified architecture shown 

in Figure 2) to trigger and present the results of the 

following analysis. Depending on the event type given to 

the analysis server by the event builder, a dedicated 

analysis configuration will be scheduled for execution by 

the PMA scheduler. The analysis configuration hereby 

contains the different analysis modules and their 

interdependencies which shall be executed with the 

retrieved PM data. The analysis is hereby executed twice 

for a given event, a first time after the preliminary 

identification of the event type (i.e. some 30 seconds after 

a beam dump, which is the time it will take most of the 

client systems to send PM data to the servers) in order to 

provide first preliminary results to the operators, and a 

second time once the event is finalised (typically after ~ 8 

minutes, corresponding to the time it will take some of the 

equipment systems related to magnet powering to collect 

and send their PM buffers). 

 

Figure 2: Simplified architecture of the LHC Post Mortem Framework. 

 

ANALYSIS MODULES 

  The analysis modules are the sole place where domain 

knowledge of the LHC equipment systems and the LHC 

as such is present. The analysis server has been conceived 

in a way to be able to cope with analysis modules being 

implemented in different programming languages, thus 

profiting from existing work done by the equipment 

teams. In order to efficiently analyse the large amount of 

data awaiting analysis after a global dump the analysis 

modules have been arranged in three different stages, ie 

the data collection layer, Individual System Analysis 

Modules (ISA) and Global Analysis modules (GA). Data 

collection modules allow to filter (or convert e.g. binary 

data received from some equipment systems) for the 

following analysis modules. ISA modules are analysing 

exclusively data of a given equipment system, with the 

main task to identify and flag particularly interesting data 



PM analysis 
4GBytes each PM event. 

• Too much to be browsed by the operator. 

Correct functioning of protection systems: 

• Must be verified before injecting a new beam. 

 

Software is used to: 

• Scan for faults. 

• Inspect evidence. 

• Develop understanding. 

 





Raw data Analysis modules Event log 



FMCM analysis module 
Were all FMCM logs correctly received? 
Are thresholds correctly set in the FMCMs? 
 
Was any of the FMCM responsible for a beam dump? 
• Correctly triggered? 
• Correct propagation to Beam Interlock System? 
• Reacted before than Warm magnet Interlock System? 

 
• Data: 

• Elapsed time from beam dump trigger and BIC reception. 
• Current at triggering time. 
• Relative current variation. 
• Longest excess observed. 
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