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Background

* AVoyage to Arcturus by David Lindsay
* Scottish Sci-fi published in 1920

 |nfluenced CS Lewis and Tolkien
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Our Voyage @ Glasgow

* Glasgow is:

* 4000 Cores and 1.5 PB of Storage

* ATLAS, then other HEP experiments, then
non-HEP groups
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* Current Problems:
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The Plan

 Standardise the build model for a Tier-2

* Automate everything that can be
automated

* Look at what is actually trending in data
centres and projects such as MESOS
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The Ship

UK Computing for Particle Physics

— ANSIBLEWORKS
SNMPV2 for SYStem ContrOI sssss Radically simple IT orchestration

Look at more than just “Puppet” for configuration

Containers for software (We like Docker, so does Red Hat)

‘;:DIStI"IbUted storage such as HADOOP
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The Trip So Far

* Underway!!

* Need to reduce the
dependency on “home brew”
software.
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Actual outcomes

Production monitoring via Graphite at Glasgow

* Combine all monitoring sources into a single view

* See poster by
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Actual outcomes

® SNMP control mechanisms

® Pursuing Container environments in
Docker to deliver production services
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Why do this!

® Standard model for delivery

® Allows for standardised interface into
other potentlal resources
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Any Questions?
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