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The dCache storage system writes billing data into flat files or a relational database.
For a midsize dCache installation there are one million entries - representing 300 MByte - per day.
Gathering accounting information for a longer time interval about transfer rates per group, per file type or
per user results in increasing load on the servers holding the billing information.
Speeding up these requests renders new approaches to performance optimization worthwhile.

Hadoop is a framework for distributed processing of large data using multiple computer nodes.
The essential point in our context is the scalability for big data.
Data is distributed over many nodes in the Hadoop Distributed File System (HDFS).
Queries are processed in parallel on every node to extract the information and combine it in another step.
This is called a MapReduce algorithm.
As the dCache storage is distributed over many storage nodes combining both on every node is obvious.

The transformation of the billing information into the HDFS structure is done by a small script.
The MapReduce functions to create the results to the most important queries are implemented for each re-
quest.
We will present the system’s setup and performance comparisons of the created queries using Postgresql, flat
files and Hadoop.
The overall gain in performance and its dependence on both the amount of analysed data and available ma-
chines for paralleling the request will be demonstrated.
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