
Sites

• UI-SOUTHGRID-CAM-HEP: failing transfers because DATADISK is full. Ticket was 
opened for the site but is really a DDM problem. Shifter now has opened a savannah ticket 
for DDM and I've put GGUS on hold.

• UKI-SCOTGRID-GLASGOW: network problems with FZK under investigation.  Also it 
seems sonar tests with FZK are missing for all UK sites.

User multicore jobs

• Few sites were hit by users running multicore jobs using proof. The users and Atlas were 
contacted by Alastair. They said they would stop but jobs are still coming probably taking 
sometime to kill them all. They were threatened with banning by Atlas. Changes to the pilots 
to stop users from sending proof jobs are being proposed.

Sonar test to BNL

• UKI-SCOTGRID-ECDF, UKI-NORTHGRID-MAN-HEP, UKI-SOUTHGRID-BHAM-
HEP, UKI-SOUTHGRID-OX-HEP affected by less than 0.5MB/s transfer rates when they 
should be above 10MB/s Liverpool sysctl tcp settings solved the problem in Manchester and 
ECDF.

Transferring jobs problem

• UKI-LT2-QMUL: problem with weird characters appearing in the FTS logs and stopping 
the jobs successful completion which was reported two weeks ago now has a definitive 
cause in the RAL SRM. It will not be fixed anytime soon and it is caused by robot Dns.

Memory problem

• UKI-LT2-RHUL: had a problem with user jobs using excessive memory. I set the limit to 
4GB in panda yesterday on Duncan request.

New site

• UKI-SOUTHGRID-SUSX:  was finally set online and is running production jobs

Atlas Monthly analysis Availability report

• Report was completed and can be found here https://indico.cern.ch/conferenceDisplay.py?
confId=234960
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