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RAW collected at CERN and
distributed to the Tier-1s
emulating real data taking

for reconstruction and
stripping at sites
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= February 2007 onwards:

= Events reconstruction at Tierls of RAW data files no longer
on cache, to be recalled from tape.

= A reconstruction job uses 20 MC RAW data files as input.

= The rDST data output has to be uploaded locally to the
Tierl,

= June 2007 onwards:

= Events stripping at Tierls.
= A stripping job uses 2 rDST files as input.

= Accesses to the 40 corresponding MC RAW files for the full
reconstruction of the selected events.

= DST files have to be distributed to the Tierls.



Feedbacks
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= Reconstruction it is easy for first prompt processing
while it is painful for re-reprocessing, when files have
to be staged.

= Jobs are put in the DIRAC central queue only when files are
staged.

= Too many instabilities in SEs.

= Full time job checking availability, enabling/disabling SEs in the
DMS.

= Staging at some sites is extremely slow. Problems with
the SE software? Problems with the configuration
(number of servers, number of tape drives)?

= Some files are not retrievable from tape: registered in
our LFC, found using srm-get-metadata but fail to get a
tURL (error in lcg-gt). 6
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= Shortage problems encountered with Disk1TapeX.
= Need to clean up datasets to get space: painful with SRM v1.

= Not easy to monitor the storage usage:
= Developed a specific agent reporting every day from LFC.
= Agents checking integrity between SEs and catalogs.
= VOBOX helps but needs guidance to avoid DoS.
= Need to establish a protocol to get warning from site
to set a flag in LFC indicating the replica is temporarily
unavailable (not used for matching jobs).

= On our side it may help to tune the number of stage
requests issued in one go trying to optimise the recall
from tape. 7
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s Inconsistencies between SRM tURLs and root access.

s Problems with ROOT finding the HOME directory at
RAL, fixed by providing an additional library
(compatibility mode on SLC4).

= Unreliability of rfio, problems with rootd protocol
authentication on the Grid (now fixed by ROOT).

= lcg-gt returning a TURL on dCache but not staging files,
workaround with dccp, then fixed by dCache.
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SLC4 migration

= Straightforward for LHCb aﬁplica’rions. Problems were with
middleware clients used by them: dCache, gfal, Ifc, etc.

Essential to test sites permanently with the SAM framework:
CE, SE, SRM.

SRM v2 tests done successfully.

Several plans for SE migration: RAL, PIC, CNAF, SARA (to
NIKHEF).

= It is athe large effort we have to put, in particular concerning the
changes of replicas in the LFC.

We hadn't the required VOMS set of groups/roles. With a
default set there are still difficulties to have the proper
mapping, in particular for SGM and PRD. It induces difficulties
in LFC registration (impossible for us to modify the internal
mapping of DNs and FQANSs, having to go through the
administrators).
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GANGA is the UT used to submit the analysis job
to the Grid.

Use of the generic agents also with the analysis
job, downloaded from the DIRAC central queues.
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CCRC’'08 Aims
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Test the full chain: from DAQ to Tier-0 to Tier-1's.

Test data tfransfer and data access running concurrently
(current tests have tested individual components).

Test DB services at sites: conditions DB and LFC replicas.
Tests in May will include the analysis component.

Test the LHCb prioritisation approach to balance production and
analysis at the Tier-1 centres.

Test sites response to "chaotic activity” going on in parallel to
the scheduled production activity.
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CCRC’'08 Planned Tasks
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RAW data distribution from the pit to the Tier-0 centre.
= Use of rfcp into CASTOR from pit to the T1DO storage class.
RAW data distribution from the Tier-0 to the Tier-1 centres.
= Use of FTS. Storage class T1DO.

Reconstruction of the RAW data at CERN and at the Tier-1s for
the production of rDST data.

= Use of SRM 2.2. Storage class T1DO
Stripping of data at CERN and at T1 centres.

= Input data: RAW and rDST on T1DO.
= Output data: DST on T1D1
= Use SRM 2.2.

Distribution of DST data to all other centres
= Use of FTS - TOD1 (except CERN T1D1)
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CCRC'08 Planned Tasks (II)
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= Preparation of RAW data will occur over the next few month
= We need to merge existing MC datasets into ~2GB files

= February activities:
= Maintain the equivalent of 2 weeks data taking.

= May activities:
= Maintain equivalent of 1 month data taking.

= Run fake analysis activity in parallel to production type activities
using generic agents.

= Generic agents are the LHCb baseline. It needs to be integral part
of CCRC'08.
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