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= SRM tests
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= WLCG availability

= CMS availability

= FCR

Visualization tools
= ARDA dashboard

Future plans



= SAM is used in CMS to test the basic functionalities
which are used by the CMS workflows
= Monte Carlo production
= Analysis
= The SAM tests are used to test both EGEE and OSG
sites

= The submission in all cases is through the LCG Resource
Broker

= Two sensors are used so far: the CE and the SRM
sensor

= The tests are run only at specific sites, essentially all
CMS Tier-N plus a few others



= CMS submits custom tests for the CE since the beginning of 2007
= Tests are submitted every two hours

= All tests are run with the /cgadmin role, but the MC test which is run
with the production role

= = the test jobs are submitted twice for each CE

Test name

What it does

job submission

Submits a job to the CE

basic Checks that the CMS local site configuration is OK

swinst Checks that the CMSSW installation are OK and all versions needed for the
MC production are there

Monte Carlo Checks that it is possible to stage out a file from the worker node to the local
storage

Squid Checks that the local Squid server works

FroNtier Reads calibration data using CMSSW via the local Squid server




= Since June 2007, CMS uses custom tests for SRM v1
= File transfer is done via srmcp
= The production role is used
= They have a dependency on the PhEDEXx database

= Tests for SRM v2 are in development
= There are no tests for the SE

= NO reason to use both the SE and the SRM sensor in SAM

Test name

What it does

get-pfn-from-tfc

Finds the LFN-to-PFN translation rule for that SRM in the PhEDEx database

put

Copies a local file to the remote SRM via srmcp

Get-metadata

Queries the file metadata from SRM

get

Copies back the remote file and compares it with the original one

advisory-delete

Tells the SRM that it can delete the test file




= It is determined by the choice of the critical tests
= CE

= Job submission = the CE is unavailable if it cannot run a
CMS job via RB [run by cms]

= CA certs = the CE is unavailable if it has not the correct CA
certificates [run by ops]

= VO tag management = the CE is unavailable if the
publication of experiment tags does not work [run by ops]

= SRM

= put = the SRM is unavailable if it is not possible to copy a file
on it via srmcp [since 10/12/07]

s SE, FTS, RB, etc.
= No critical tests defined



Problems with WLCG availabllity

= The availability calculation in GridView Is
wrong (bug #31233)

= If a service type stops having critical tests, all its
iInstances will have status UNKNOWN but the
combined service status is not updated any more

= This is very serious: CMS stopped having critical tests for
the SE on 13/11, and since then the SE status is frozen
to what it was immediately before

= This propagates to the site availability



Problems with WLCG availabllity
(11)

= Impact for the Tier-1 global availability is "random"
= ASGC: SE always available, no impact

= CERN-PROD: SE always unavailable, serious impact (always
red)

= FNAL: SE status UNKNOWN, no impact
= FZK: SE status UNKNOWN, serious impact (always grey)

= IN2P3: SE always on maintenance (not for real!), serious
Impact (always yellow)

= INFN-T1: same as FZK

= PIC: same as FZK
RAL: same as IN2P3

o In other words, the Tier-1 WLCG availability for CMS
IS wrong since ~ 1 month
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Problems with WLCG availabllity

= There is also a problem in the new WLCG
avallability algorithm (bug #31233)
= |If a service has no critical tests defined, the status
IS UNKNOWN, but

= If a VO says that no test is critical for a service
type, it means that that service is always available
for them (unless it is on maintenance of course)

= Therefore, if e.g. the SE has no critical tests, all
SEs should be always OK



Problems with WLCG availabllity
(1V)

= BDII Inconsistencies

= FNAL publishes its resources on different "GLUE"
sites

= USCMS-FNAL-WC1: contains the SE and the SRM
the only one known to GridView!

= uscms-fnal-wcl-ce: contains one CE
= uscms-fnal-wcl-ce2: contains another CE

= Effect: the FNAL WLCG availability ignores the
status of the CE = possible overestimation of the
availability if the CE is down



= CMS has been using a custom definition of availability
for internal use

= Calculated as the daily fraction of CMS SAM tests for the CE
which were successful

= No test is really "critical", every failure just degrades a bit the
estimation

= The SRM tests are not included in the calculation
= It is calculated by a script run by hand

= A new calculation more WLCG-like has been

iImplemented in the ARDA dashboard

= The algorithm very similar to the WLCG one
= All CMS tests are taken as critical, for now



SAM Site Quality
30 Days from 2007-11-06 to 2007-12-06 UTC

BEgrid-ULBVUB
BUDAPEST
BelGrid-UCL

INFN-LNL-2
INFN-PISA
INFN-ROMALCMS
INFNTI

TEP

JINR-LCG2
LCG_KNU
UP-Caimbra
UP-Liskan

RU-ProtvincIHER
RWTH-Aachen
RuTroitsk-INR-LCG2
T2_Estonia

TWFTT
Taiwan-LCG2
UKHT2-Brunel

UKT2-RHUL
UKI-T2-UCL-CENTRAL
UKF-SOUTHGRID-BRIS-HEP
UKI-SOUTHGRID-RALPR
WARSAW-EGEE

cit_cms_t2

glow-cms

grasccru2

hepgrid_uer]

mit_cms

nebraska

pic

purdue-reac
ru-Moscow-FIAN-LCG2
n-Moszow-SINPLCG2
-PHPI-LCG2

Ularida-hpe
Uloridarihepa
arida-pg
tsemsnaluclce
wsemsfnalwclcel
2007-11-08 20071111 2007-11-14 20071117 20071120 20071123 20071126 20071129 2007-12.02 20071205

Old algorithm

Site Availability

30 Days from 2007-11-06 to 2007-12-06 UTC

BUDAPEST
BelGrid-UCL
CERN-PROD
CQEMAT-LCG2

INFN-ROMAL-CMS
INFN-TL

ITEP

JNR-LCGZ
UP-Coimbra

RU-Protvino-IHEP
Ru-Troitsk-INR-LCG2
T2_Estonia
TWFTT
Taiwan-LCG2
UKI-LT2-Brunel
UKI-T2-IC-HEP
UKI-LT2-QMUL
UKI-LT2-UCL-CENTRAL
UKI-SOUTHGRID-BRIS-HEP -
UKI-SOUTHGRID-RALPP
WWARSAW-EGEE
begrid-ulb-vub .
cit_cms_t2
glow-cms
hepgrid_uerj ..
mit_cms
nebraska
pic
purdue-lear
purdue-rcac .
ru-Moscow-5INP-LCG2
ru-PNPI-LCGZ
ru-moscow-fian-lcg2
rwth-aachen
sprace
ucsdt2-b
uflorida-hpc
uflorida-ihepa
uflorida-pg
uki-t2-ic-lesc
uki-It2-rhul
uscms-fnal-wel
uscms-fnal-wel-ce
uscms-fnal-wecl-ce2
2007-11-082007-11-112007-11-142007-11-172007-11-202007-11-232007-11-262007-11-292007-12-022007-12-05

New algorithm



SAM Site Availability, last 31 days
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s Differences

= The choice of critical tests for WLCG is constrained by the

fact that if a CE fails a critical test it is also removed from
the BDII by FCR

= = the choice must be careful and conservative

= For CMS, a test might be critical if its failure prevents some
high level workflow from working

= — the choice can include other tests
= €.7g. Jobs run, MC is OK, access to calibration DB fail
= Some details to be sorted out

= e.g. for CMS the test results never become obsolete, they do
for WLCG

= Similarities
= The algorithm is (now) very similar



Freedom of Choice for Resources

= The only tool to
= Set the critical tests
= Whitelist or blacklist specific istances

= Two problems
= OSG sites are not included
= But they were some time ago

= The only service types supported are CE and SE
« But not SRM



= The standard SAM web Iinterface Is
Inadequate and basically frozen since several
months

= It does not show EGEE sites and OSG sites
together

= It does not allow to show only "real" CMS sites
= It has some bugs in the history view
= CMS has turned to the ARDA dashboard team
to have a better graphical interface
= Very easy to have new features in place
= The work can be easily reused by other VOs



= Add more tests

= "Analysis" test including
= Read access to local data
= Stageout to remote storage

= Feed back the CMS avallability into SAM as
another SAM test for easy viewing

= Plug in the CMS SAM tests In the site
monitoring

= Tools in development in SAM group at CERN



