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iGENI and GLIF 

• iGENI Consortium Members Have Partnered with Many  

Other Participants of the Global Lambda Integrated 

Facility (GLIF) To Undertake Multiple Experimental 

Network Research Projects 

• The iGENI Initiative Has Been Building On That 

Experience To Create and Exploring New Prototypes of 

Innovative Communication Services and Technologies. 



StarLight: Founding Partner of the Global Lambda Integrated 

Facility 

Available Advanced Network Resources 

Visualization courtesy of Bob Patterson, NCSA; data compilation by Maxine Brown, UIC. 

www.glif.is 







 Multiple Experiments Share A Persistence 

International Openflow Testbed 
 

– MPTCP: Multi-Path TCP 

Lead: SARA, Surfnet, Caltech, CERN 

– ICN: Information Centric Networking  

Lead: University of Essex 

– MD-LLDP: Multi-Domain Openflow Topology 
Discovery and Management with LLDP 

Lead: NCHC, Taiwan 

– ML-OVS: Multi-Layers Open vSwitch networking 

Lead: KUAS, NCKU, Taiwan 

– CCDN: Content Centric Distributed Network 

Lead: iCAIR 
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 Inter-Domain Openflow 

 Topology Discovery & Monitoring 

Slide Provide By NCHC (Paper on Technique Accepted for Publication)  
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TransCloud Experiments and Demonstrations  
Alvin AuYoung, Andy Bavier, Jessica Blaine, Jim Chen, Yvonne Coady, Paul Muller, Joe Mambretti, Chris 

Matthews, Rick McGeer, Chris Pearson, Alex Snoeren, Fei Yeh, Marco Yuen 

Demo: http://tcdemo.dyndns.org/ 

Example of working in the TransCloud 
[1] Build trans-continental applications spanning clouds: 
• Distributed query application based on Hadoop/Pig 

• Store archived Network trace data using HDFS 
• Query data using Pig over Hadoop clusters 

[2] Perform distributed query on TransCloud, which currently spans the 
following sites: 

•  HP OpenCirrus 
•  Northwestern OpenCloud 

•  UC San Diego 
•  Kaiserslautern 

 

• Use By Outside Researchers? Yes  

        • Use Involving Multiple Aggregates?  
Yes 

        • Use for Research Experiments? Yes  
Also Ref: Experiments in High Perf Transport at GEC 7 



Digital Media TransCoding Demonstration 

• TransCloud: Advanced Distributed 

Global Environment Enables Dynamic 

Creation of Communication Services, 

Including Those Based on Rapid 

Migration of Virtual Network  

and Cloud Resources 

•TransCloud: Set of Protocols, 

Standards, Management Software 

Enables Interoperation of Distinct 

Cloud and Network Resources 

•Example: Dynamic Cloud+Dynamic 

Network for Digital Media Transcoding 

Using Single Platform vs Multiple 

Infrastructures 
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iCAIR 

GENICloud 

HP Labs  

GENICloud 

UCSD GENICloud 

Demonstration 2 

GENI Engineering Conference 9 Washington DC, Nov 2010 

Prototype 



VirtuLab Tile Display:  

Directly Connected To National 10 Gbps Testbed  

With Core at the StarLight Facility 



Open Resource Control Architecture/ 

OSCARS (DOE)/ iCAIR Testbed 



KREONET 

KOREN 

NLR 

StarLigh

t 

RENCI/BEN 

GIST 
CNU 

POSTECH 

KHU 
A B 

Static VLAN 

Dynamic VLAN 

OpenFlow Switch 

OpenFlow Substrate 

Ethernet over IP Tunnel 

iGENI GIST-BEN-KREONET Testbed 



Nowcast Demo Data Flow 

• Dynamic end-to-end Nowcasting  

– Mapping Nowcast Workflows onto GENI 
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Generate “raw” live data 

ViSE/CASA radar nodes 

http://stb.ece.uprm.edu/current.j

sp 

1. Ingest mulit-radar data feeds 

2. Merge and grid multi-radar data 

2. Generate 1min, 5min, and 10min Nowcasts 

3. Send results over NLR to Umass 

4. Repeat 

Nowcast images  
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TransGeo: An Open, Distributed, Federated GIS/System 

Cloud –Rick McGeer Chris Matthews et al 

• GIS Data Is Large, Collected By Many Sources, Needed 

All Over the World 

• Use Today Is Mostly Desktop Fat Clients (Quantum GIS, 

ESRI) 

• Many Want to Compute in the Cloud 

• Open and Available To Everyone 

• Distributed Swift as Federated Store 

• Distributed Disco as MapReduce Computation Engine 

• Open-Source Standard Tools For Point Computation 

(GRASS, GDAL) 
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Kansei VLAN Connectivity Diagram 
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StarWave: A Multi-100 Gbps Facility 

 

• StarWave, A New Advanced Multi-100 Gbps Facility and Services 

Will Be Implemented Within the StarLight 

International/NationalCommunications Exchange Facility 

• StarWave Is Being Funded To Provide Services To Support Large 

Scale Data Intensive Science Research Initiatives 

• Facilities Components Will Include:  

• An ITU G. 709 v3 Standards Based Optical Switch for WAN 

Services, Supporting Multiple 100 G Connections 

• An IEEE 802.3ba Standards Based Client Side Switch, 

Supporting Multiple 100 G Connections, Multiple 10 G 

Connections 

• Multiple Other Components (e.g., Optical Fiber Interfaces, 

Measurement Servers, Test Servers 

• GENI @ 100 Gbps 



GLIF/GENI/StarLight/StarWave/MREN Continually 

 Progressing Forward! 



www.startap.net/starlight 

Thanks to the NSF, DOE, NASA, DARPA 

Universities, National Labs,  

International Partners, 

 and Other Supporters 


