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At least our users aren’t malicious
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What happens when

Each experiment streams data into the T0

The experiments’ data model is followed T0-T1-T2

Necessary computing (reconstruction, calibration) is done

Sites try to reach the MoU targets for uptimes

Graduate students try to analyze the data as it comes in

All four experiments try this at the same time, at scale

CCRC
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CCRC Goals
For February, we have the following three sets of metrics:

1. The scaling factors published by the experiments for the various functional 
blocks that will be tested These are monitored continuously by the experimentsblocks that will be tested. These are monitored continuously by the experiments 
and reported on at least weekly;

2. The lists of Critical Services, also defined by the experiments. These are 
complementary to the above and provide additional detail as well as service targetscomplementary to the above and provide additional detail as well as service targets. 
It is a goal that all such services are handled in a standard fashion – i.e. as for 
other IT-supported services – with appropriate monitoring, procedures, alarms and 
so forth. Whilst there is no commitment to the problem-resolution targets – as 
short as 30 minutes in some cases – the follow-up on these services will be through 
the daily and weekly operations meetings;the daily and weekly operations meetings;

3. The services that a site must offer and the corresponding availability targets 
based on the WLCG MoU. These will also be tracked by the operations meetings.

Phase 2 of CCRC in May
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Scaling Factors

We won’t make it in Feb ... Functional problems
C st r c n’t h ndle l dCastor can t handle load

At least on exp’t framework can’t handle load

FTS corrupt proxy problems (race condition)p p y p ( )

Note how “data driven” HEP is : without functional data flow, 
test at scale is not possible!
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FTS “corrupted proxies” issue

The proxy is only delegated if required
The condition is lifetime < 4 hours. 

The delegation is performed by the glite-transfer-submit CLI. The first submit 
client that sees that the proxy needs to be redelegated is the one that does it 
- the proxy then stays on the server for ~8 hours or so 

D f lt lif ti i 12 hDefault lifetime is 12 hours. 

We found a race condition in the delegation - if two clients (as is likely) 
detect at the same time that the proxy needs to be renewed, they both 
try to do it and this can result in the delegation requests being mixed up -y g q g p
so that that what finally ends up in the DB is the certificate from one 
request and the key from the other. 

We don’t detect this and the proxy remains invalid for the next ~8 hours.

The real fix requires a server side update (ongoing).
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BDII Scaling Problem
BDII/SRM problem @ NIKHEF / SARA

Discovery : only possible via monitoring of
Jobs success by exp’ts (not always optimum)
Site services by site
Coupled phenomenonCoupled phenomenon

BDII developer hears via ‘vocal site person’ about situation

Active supportActive support
Checking deployment scenario
Asking for log files
Making recommendations
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Post mortem by developer
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Weekly Operations Review

Based on 3 agreed metrics: 
1. Experiments' scaling factors for functional blocks exercised

Experiments' critical services lists2. Experiments  critical services lists 
3. MoU targets

E i t S li F t C iti l S i M U T tExperiment Scaling Factors Critical Services MoU Targets

ALICE

ATLAS

CMS

LHCb
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Critical Services
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Site performance
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99% availability means < 100 minutes per week!99 ava lab l ty means 00 m nutes per week!
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GGUS is not fast enough ...
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Middleware Coverage
AAA : already reasonably well stressed

FTS : broader range of usage, target SRMs, new SRM interface, 
higher rate (race condition )higher rate (race condition ...)

SRMs : stressed to max

WMS : unknown to what extent LHCb apparently using RBWMS : unknown to what extent.  LHCb apparently using RB.

CREAM : big miss.  Should push extremely hard to get this ready 
for phase 2.

Glexec / LCMAPS-server : another big miss

All products could use improvement in logging / diagnostics / 
it i !!!!!monitoring!!!!!
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Handling Problems…
Need to clarify current procedures for handling problems – someNeed to clarify current procedures for handling problems – some 
mismatch of expectations with reality

e.g. no GGUS TPMs on weekends / holidays / nights…
c.f. problem submitted with max. priority at 18:34 on Friday…

Use of on-call services & expert call out as appropriate
{alice-,atlas-}grid-alarm; {cms-,lhcb-}operator-alarm;

Contacts are needed on all sides – sites, services & experiments
e.g. who do we call in case of problems?g p

Complete & open reporting in case of problems is essential!
Only this way can we learn and improve!
It should not require Columbo to figure out what happenedIt should not require Columbo to figure out what happened…

Trigger post-mortems when MoU targets not met
This should be a light-weight operation that clarifies what happened and 
id ntifi s h t n ds t b imp d f th f tidentifies what needs to be improved for the future
Once again, the problem is at least partly about communication!
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Don’t panic

Many EGEE / JRA1 services are in considerably better shape 
than exp’t middlewarethan exp t middleware

BUT this is no license to slow down or slack off :
exp’t efforts are often much more focused, they can catch up p y p
quickly

EGEE services are more critical : problems here affect all VOs / 
entire site.  You *must* do better!

If exp’ts catch up and pass us, they will be merciless
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