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The tau lepton in B decays



Prologue...
B meson decays have been used to investigate the flavor structure
in the quark sector due to their various final states.

Belle & BABAR have measured a lot of processes, studied them, 
and then found the validity of large part of flavor structure in SM. 

b

u, c, d, · · ·VCKM (⇥loop)Structure:



Prologue...
Among them, B decays with “tau lepton” have special meanings.
Because...

・3rd generation is important clue to new physics beyond SM　
　　→ Potentially sensitive to new physics

・Some particular kind of analysis is required for the measurement　
　　→ Challenging task to identify the tau lepton in the final state

・Already measured:

・Not (yet) measured:　

Conceivable decay modes: 

B̄ æ (fi, Dúú)· ‹̄, Bc æ (X)· ‹̄, B(s) æ (X)· ·, ...etc.

B̄ æ · ‹̄, B̄ æ D· ‹̄, B̄ æ Dú· ‹̄ Today’s topic

[See, for example, Biancofiore et. al. arXiv:1302.1042]
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Tau in a final state

Large statistics is required 
      even for tree level process

Review on tauonic B decays

・It is challenging to measure tauonic B meson decays,
　because more than 2 neutrinos go through the detector.

・At B factory, however, reconstructing the opposite B mesons
　we can compare the properties of the remaining particles to
　those expected for signal and background: 　　　　　　　　　　.“Full reconstruction”
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Status on B→τν 

・Tree level process via Vub in the SM

B(B̄ ! ⌧ ⌫̄) =
|Vub|2f2
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* Latest average: fB = (190.5± 4.2)MeV
[FLAG, arXiv:1310.8555]

・Experimental result & determination of |Vub|
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On average, data is in (good) agreement with SM

* Combination of “semi-leptonic tag” & “hadronic tag” for Btag

* Discrepancy in determination of |Vub| is one of most important issues.
  But today, I don’t go deeply into it.

[BABAR2012,  Belle2012]

BABAR Belle CKM fit
B(B̄ ! ⌧ ⌫̄)⇥ 104 1.79± 0.48 0.96± 0.26 1.14± 0.23

|Vub|⇥ 103 5.28± 0.72 3.87± 0.53 3.38± 0.15



Status on B→Dτν & B→D*τν

・Tree level process via Vcb in the SM

B̄ D(�)

W

⌫̄

b c

`
Vcb

B( ¯B ! D⌧ ⌫̄) / |Vcb|2G(1)2 ⇥ {function of ⇢21 }

B(B̄ ! D⇤⌧ ⌫̄) / |Vcb|2F(1)2

⇥{func. of ⇢2A1
, R1(1), R2(1) }

・Hadronic uncertainty and measurement

* D=pseudo-scalar,   D*=vector
*              are FF parametersG, F , ⇢2, R

is used in order to cancel                            and reduce FF uncertainties. 

Vcb & FF parameters are obtained by a fit to distributions of
for                  . For an observable of                     , normalized decay rate;

B̄ ! D(⇤)`⌫̄

` = e or µ

R(D) =
�(B̄ ! D⌧ ⌫̄)

�(B̄ ! D`⌫̄)
R(D⇤) =

�(B̄ ! D⇤⌧ ⌫̄)

�(B̄ ! D⇤`⌫̄)

B̄ ! D(⇤)⌧ ⌫̄

|Vcb|G(1), |Vcb|F(1)



[Belle private combination,   BABAR in arXiv:1205.5442]

Status on B→Dτν & B→D*τν

・Experimental result

Normalized decay rate: R(D) =
�(B̄ ! D⌧ ⌫̄)

�(B̄ ! D`⌫̄)
R(D⇤) =

�(B̄ ! D⇤⌧ ⌫̄)

�(B̄ ! D⇤`⌫̄)

Belle BABAR SM

R(D) 0.430± 0.091 0.440± 0.058± 0.042 0.297± 0.017
R(D⇤

) 0.405± 0.047 0.332± 0.024± 0.018 0.252± 0.003
correlation neglected �0.27 -
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3.4σ deviation from SM!
BABAR analysis:

Study of the B ! D(⇤)⌧⌫ decays : motivation

The BABAR results [arXiv:1205.5442],

R(D)exp =0.440 ± 0.058 ± 0.042 , R(D)SM = 0.297 ± 0.017 ,

R(D⇤)exp =0.332 ± 0.024 ± 0.018 , R(D⇤)SM = 0.252 ± 0.003 ,

disagree with the SM at the 3.4 � level (combining with Belle result, we obtain 3.5 �).
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Figure 1: Values of R(D(�)) and its total uncertainties.

Table 1: Previous measurements of B ! D(�)⌧�⌫⌧ . � is the total significance of the signal yield. Belle 2007 and
2010 measured B(B ! D(�)⌧�⌫⌧ ) instead of R(D(�)), so B(B ! D(�)��⌫⌧ ) values found in ? were used to calculate
R(D(�)).

Belle, 2007 BABAR, 2008 Belle, 2010

535M BB pairs 232M BB pairs 657M BB pairs

Mode Events �(�) Events �(�) Events �(�)

B ! D⌧�⌫⌧ — — 67 ± 19 3.6 146 ± 42 3.5

B ! D�⌧�⌫⌧ 60 ± 12 5.2 101 ± 19 6.2 446 ± 57 8.1

R(D) =

�
0.440 ± 0.072 BABAR

0.297 ± 0.017 SM
(1)
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0.332 ± 0.030 BABAR
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tan�/mH±(GeV�1)

Type-II 2HDM is disfavored
* Charged Higgs can contribute
* cannot explain data at the same time

* reported by BABAR
* 2.0σ for R(D), 2.7σ for R(D*)



New physics

Model independent analysis 

・Effective operators

・Wilson coefficients

Cx represent “New Physics” contribution normalized by SM contribution　
No right-handed neutrino is assumed.　
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(Very quick review)
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Allowed range:                             |1 + rNP|2 = 1.24± 0.16

・Bound on operator     from Br(B→τν)Ou
X

B(B̄ ! ⌧ ⌫̄) =
��1 + rNP

��2 · B(B̄ ! ⌧ ⌫̄)SMNP contribution:                             

[RW, in my PhD thesis]
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NP contribution is limited, 
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[RW, in my PhD thesis]
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Allowed range:                             |1 + rNP|2 = 1.24± 0.16

* assuming one operator dominance (ex:                     )CS2 ”= 0, others = 0

* using the data which is the average of Belle & BABAR 

* allowed at 90%(Light blue), 95%(Cyan), 99%(Dark blue) 
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・Bound on operator     from R(D) & R(D*)Oc
X [M.Tanaka&RW, arXiv:1212.1878]
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[RW, in my PhD thesis]

　V1, V2, T can explain within small Cx　

　S2 can explain but large Cs2(~-1.6) is needed　

　S1 is not preferred



2 Higgs Doublet Models V1 V2 S1 S2 T

・Type of 2HDM

Lyukawa = �Q̄LYuH̃uuR � Q̄LYdHddR � L̄LY`H``R + h.c.

In order to forbid tree level FCNC, 
only one of two Higgs doublets couples to each fermion doublet: 

* H1 or H2 is assigned to Hu, Hd, and Hl one by one

[X,Y is named by Kanemura et. al. arXiv0902.4665]

Type I  : 

Type II : 

Type X : 

Type Y : 

H2 = Hu = Hd = H`

H2 = Hu = Hd, H1 = H`

H2 = Hu = H`, H1 = Hd

H2 = Hu, H1 = Hd = H`

As a result, there are 4 distinct types for Yukawa structure:



* Charged Higgs contributes　
* ξ depends on the type:

Type I Type II Type X Type Y

⇠1 cot

2 � tan

2 � �1 �1

⇠2 � cot
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2 �
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⇠1 , Cu
S2

= �mum⌧

m2
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⇠2 , Cc
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= �mcm⌧

m2
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⇠2

For S1, same contribution in “u”&“c” is apparently 
    not favored according to model independent analysis.

For S2, Best fit CcS2~-1.6 from R(D) & R(D*) then,
    TypeI & Y are unlikely, because they cannot have negative CS2   
    TypeII & X are disfavored, because ⇠2 = 1, mH± ⇠ O(1)GeV

・Bound

2 Higgs Doublet Models V1 V2 S1 S2 T

・Corresponding Wilson coefficients

* For S1, “u”&“c” have the same contribution　
* For S2, “u” is suppressed, and thus “c” has independent contribution



2HDM with tree level FCNC

“S2 enhancement” can be realized allowing FCNC：

* ε is coupling that control FCNC in the weak basis　
* Constraint on FCNC in up-quark sector εu is rather weak

ex.) Lyukawa = �Q̄LYuH̃2uR � Q̄LYdH1dR � L̄LY`H1`R + h.c.

�Q̄L✏
0
uH̃1uR � Q̄L✏

0
dH2dR + h.c.

[Crivellin et. al. arXiv:1206.2634]

V1 V2 S1 S2 T

S2 type contribution to B→D(*)τν： Cc
S2

' Vtbp
2Vcb

vm⌧

m2
H±

(✏⇤u)
tc sin� tan�

Best fit value is               with✏tcu ⇠ �0.7 mH± = 500GeV, tan� = 50

We may predict top FCNC decay such as t→ch

Br(t ! ch) < 4.1⇥ 10�5* Observed limit at 14TeV LHC of 100fb^-1:

Br(t ! ch) ' 0.12⇥ |✏tcu |2 cos2(↵� �) ' 0.06⇥ cos

2
(↵� �)*

[J. Aguilar-Saavedra, hep-ph/0409342]



R Parity Violation

WRPV =
1

2
�ijkLiLjE

c
k + �0

ijkLiQjD
c
kSuperpotential:

correspond to S1, 
    then this is disfavored
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V1 V2 S1 S2 T

Only considering a contribution to B→D(*)τν

bL

(⌧ c)R

(⌫̄c)R

d̃R
cL

�0
↵3i

�0⇤
32i

correspond to V1,
  It is likely to explain the results,
  but incompatible with B→Xsνν:

[ALEPH collaboration, hep-ex/0010022]

B(B ! Xs⌫⌫̄) < 6.4⇥ 10�4



 Lepto Quark

Scalar1:  disfavored according to model indep. analysis　

Vector1:  incompatible with B→Xsνν, as well as RPV　

Scalar2-Tensor:  both CS2&CT appear at the same time

They are likely to explain the data 

Only considering a contribution to B→D(*)τν

Classification of interaction:  4 independent types generated

V1 V2 S1 S2 T

[Tanaka et. al. arXiv:1309.0301]

‹·* Green:         Blue:‹¸ ”=·

* No other constraint
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Figure 4: Constraints on the leptoquark e↵ective couplings at µb scale contributing to the CS2 and CT

Wilson coe�cients coming from the �2 fit of R(D) and R(D⇤). The constraints presented in Figs. (a,c)

and (b,d) are obtained by use of form factors evaluated in the HQET and the ones computed by Melikhov

and Stech respectively.

• ⌧ forward-backward asymmetry,221

A
FB

=

R
1

0

d�
d cos ✓d cos ✓ �

R
0

�1

d�
d cos ✓d cos ✓R

1

�1

d�
d cos ✓d cos ✓

=

R
b✓(q2)dq2

�
, (23)

where ✓ is the angle between the three-momenta of ⌧ and B in the ⌧⌫ rest frame.222

• ⌧ polarization parameter by studying further ⌧ decays,223

P⌧ =
�(�⌧ = 1/2)� �(�⌧ = �1/2)

�(�⌧ = 1/2) + �(�⌧ = �1/2)
, (24)

• D⇤ longitudinal polarization using the D⇤ ! D⇡ decay,224

PD⇤ =
�(�D⇤ = 0)

�(�D⇤ = 0) + �(�D⇤ = 1) + �(�D⇤ = �1)
. (25)
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New physics: summary

2 Higgs Doublet Model: V1 V2 S1 S2 T

・Usual 2HDM cannot explain the recent R(D)&R(D*)

・FCNC induced S2 can explain them

R Parity Violation: V1 V2 S1 S2 T

・S1 type is generated, and is disfavored

・V1 type is generated, but it is incompatible with B→Xsνν

Lepto Quark: V1 V2 S1 S2 T

・S1&V1 type are generated and disfavored as well as RPV

・S2-T types are generated and likely to explain the results



Observables

New physics analyzer

・Compared with two body decay; B→τν, 
　many more observables are available in three body decays; B→D(*)τν

・Actually, there are several studies for NP search using such observables 　
　(q^2 distributed and/or integrated)　

Pick up

Polarization:
[Tanaka&RW, arXiv:1212.1878;  
              Datta et. al. arXiv1206.3760]　to distinguish NP operators

Asymmetry:  
[Sakaki et. al.  arXiv:1403.5892]

[Duraisamy et. al.  arXiv:1302.7031, arXiv:1405.3719]

in B→Dτν
in B→D*τν

　for CP violation

　for Tensor operator [Biancofiore et. al. arXiv:1302.1042]

[Sakaki, arXiv:1205.4908;  Datta et. al. arXiv1206.3760]　to distinguish NP operators



Multi-pion tau decays

Successive decay involving vector resonance;

[Sakaki, Hagiwara, Nojiri, arXiv:1403.5892]

can provide CP violated observable                         ;d� ≠ d�CP ”= 0

¯B æ D· ‹̄·

· æ V ‹·

V æ 2fi, or 3fi

V = fl, flÕ, a1, · · ·* vector mesons:

} * Br ~ 44% of tau decay

where            are angles which represent charged pion direction;(◊̂1, „̂1)

V+

B D
V +

��̄

�+

�0

V rest frame
�̂1, �̂1

d� = dq2dEV d cos ◊V dQ2d cos

ˆ◊1dˆ„1

A(q2
) © 1

� + �

CP

⁄
dEV dQ2d cos ◊V ·

3⁄ 1

0
≠

⁄ 0

≠1

4
d cos

ˆ◊1 ·
3⁄ fi

0
≠

⁄ 2fi

fi

4
dˆ„1

d� ≠ d�

CP

d�

* q2 = (pB̄ ≠ pD)2

* Similar to CP conjugate mode



Multi-pion tau decays

Accessibility to CP violation:

[Sakaki, Hagiwara, Nojiri, arXiv:1403.5892]

ImCx, including its sign, affects the shape of the quantity

• Wilson係数の虚部が存在すると分布が現れる。
• 虚部の符号を逆にすると、分布も逆になる。

q2 = (pB � pD)2

CP asymmetric q2分布

V � 2�
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* could distinguish NP including CP violation 

* Same distribution is obtained in V→3π



Multi-pion tau decays

Accessibility to CP violation:

[Sakaki, Hagiwara, Nojiri, arXiv:1403.5892]

ImCx, including its sign, affects the shape of the quantity

• Wilson係数の虚部が存在すると分布が現れる。
• 虚部の符号を逆にすると、分布も逆になる。

q2 = (pB � pD)2

CP asymmetric q2分布

V � 2�
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Figure 5: Contour plots of the integrated CP asymmetry, A2 =
∫

dq2dEV A2(q2, EV ), on the plane of
complex coefficients CS (left) and CT (right), when all the other Wilson coefficients are set to zero.

coefficients of these leptoquarks are given as

CV1 =
1

2
√

2GF Vcb

3∑

k=1

Vk3
gk3
1Lg23∗

1L

2M2

S
1/3
1

, (71)

CS1 =
−1

2
√

2GF Vcb

3∑
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Vk3
2gk3

2Lg23∗
2R

M2

V
1/3
2

, (72)

CS2 =
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2
√

2GF Vcb

3∑
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2Lhk3∗
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S
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1



 , (73)

CT =
−1

2
√

2GF Vcb

3∑

k=1

Vk3



h23
2Lhk3∗

2R

8M2

R
2/3
2

− gk3
1Lg23∗

1R

8M2

S
1/3
1



 . (74)

It’s interesting that the R2 and S1 leptoquark models produce the combinations of the

scalar and tensor interactions. The favored imaginary parts of the product of couplings

for these leptoquark models with the leptoquark mass of 1 TeV have been estimated in

Ref. [9] as

1.92 < |Im(h23
2Lh33∗

2R )| < 2.42, (R2 leptoquark) (75)

1.92 < |Im(g33
1Lg23∗

1R )| < 2.42, (S1 leptoquark) (76)

0.34 < |Im(g33
2Lg23∗

2R )| < 0.68. (V2 leptoquark) (77)

In Fig. 7, we show the CP asymmetry distributions An(q2) =
∫

dEV An(q2, EV ) for

these couplings in Eqs. (75-77). The red (blue) [green] curve shows the distribution in

the R2 (S1) [V2] leptoquark model. We set the sign of the imaginary part of the coupling

13

⁄
dq2A(q2)* Contour plot of

          on the plane of (ReCx, ImCx)

* Typical upper reach ~ O(0.1)

* In the case of scalar operator: CS = Cc
S1

� Cc
S2



Near future prospect

Already measured “distribution” [BABAR,  arXiv:1303.0571]

Exploring the q2 dependence for the NP search

dB(B ! D(⇤)⌧⌫)/dq2

[BABAR(’13), arXiv:1303.0571]
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FIG. 23. (Color online) E�ciency corrected q2 distributions for B ! D⌧�⌫⌧ (top) and B ! D⇤⌧�⌫⌧ (bottom) events with
m2

miss

> 1.5 GeV2 scaled to the results of the isospin-constrained fit. The points and the shaded histograms correspond to
the measured and expected distributions, respectively. Left: SM. Center: tan�/mH+

= 0.30 GeV�1. Right: tan�/mH+

=
0.45 GeV�1. The B0 and B+ samples are combined and the normalization and background events are subtracted. The
distributions are normalized to the number of detected events. The uncertainty on the data points includes the statistical
uncertainties of data and simulation. The values of �2 are based on this uncertainty.

Due to the subtraction of the large B ! D�⌧�⌫⌧ feed-
down in the D� samples, the measured q2 spectrum of
B ! D⌧�⌫⌧ decays depends on the signal hypothesis.
This dependence is very small, however, because the q2

spectrum of B ! D�⌧�⌫⌧ decays is largely independent
of tan�/mH+ .

The measured q2 spectra agree with the SM expec-
tations within the statistical uncertainties. For B !
D⌧�⌫⌧ decays, there might be a small shift to lower val-
ues, which is indicated by the increase in the p value for
tan�/mH+ = 0.30 GeV�1. As we showed in Sec. II B,
the average q2 for tan�/mH+ = 0.30 GeV�1 shifts to
lower values because the charged Higgs contribution to
B ! D⌧�⌫⌧ decays, which always proceeds via an S-
wave, interferes destructively with the SM S-wave. As a
result, the decay proceeds via an almost pure P -wave and
is suppressed at large q2 by a factor of p2

D, thus improv-
ing the agreement with data. The negative interference
suppresses the expected value of R(D) as well, however,
so the region with small tan�/mH+ is excluded by the
measured R(D).

The two favored regions in Fig. 22 with SR+SL � �1.5
correspond to tan�/mH+ = 0.45 GeV�1 for B ! D⌧�⌫⌧

decays. However, as we saw in Fig. 3, the charged Higgs
contributions dominate B ! D⌧�⌫⌧ decays for values
of tan�/mH+ > 0.4 GeV�1 and the q2 spectrum shifts
significantly to larger values. The data do not appear to
support this expected shift to larger values of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions
shown in Fig. 23 (Appendix). Within these uncertainties,
we find the variation that minimizes the �2 value of those
distributions. Table IX shows that, as expected, the con-

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the system-
atic uncertainties.

B ! D⌧�⌫⌧ B ! D⇤⌧�⌫⌧

SM 83.1% 98.8%

tan�/mH+

= 0.30 GeV�1 95.7% 98.9%

tan�/mH+

= 0.45 GeV�1 0.4% 97.9%

servative uncertainties give rise to large p values in most
cases. However, the p value is only 0.4% for B ! D⌧�⌫⌧

decays and tan�/mH+ = 0.45 GeV�1. Given that this
value of tan�/mH+ corresponds to SR + SL � �1.5, we
exclude the two solutions at the bottom of Fig. 22 with
a significance of at least 2.9�.

The other two solutions corresponding to SR+SL � 0.4
do not impact the q2 distributions of B ! D⌧�⌫⌧ to the
same large degree, and, thus, we cannot exclude them
with the current level of uncertainty. However, these so-
lutions also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than
in the case of the SM. This is also true for any other
solutions corresponding to complex values of SR and SL.

On the other hand, contributions to B ! D⌧�⌫⌧ de-
cays proceeding via P -wave tend to shift the expected
q2 spectra to lower values. Thus, NP processes with
spin 1 could simultaneously explain the excess in R(D(�))
[44, 45] and improve the agreement with the measured q2

distributions.

,

To reduce the FF uncertainties, one can explore the q2-dependent ratio

RD(⇤)

(q2) ⌘ dB(B ! D(⇤)⌧⌫)/dq2

dB(B ! D(⇤)`⌫)/dq2

For our convenience, to remove the divergence of RD at q2 = (mB � mD)2 †

and the phase space suppression of RD(⇤)

at q2 ⇠ m2

⌧ , we introduce

R0
D(q2) ⌘RD(q2) ⇥ �D(q2)

(m2

B � m2

D)2
⇥

✓
1 � m2

⌧

q2

◆�2
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◆�2

†
Since the µ-mode is supposed to be SM-like, B�1
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).
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FIG. 23. (Color online) E�ciency corrected q2 distributions for B ! D⌧�⌫⌧ (top) and B ! D⇤⌧�⌫⌧ (bottom) events with
m2

miss

> 1.5 GeV2 scaled to the results of the isospin-constrained fit. The points and the shaded histograms correspond to
the measured and expected distributions, respectively. Left: SM. Center: tan�/mH+

= 0.30 GeV�1. Right: tan�/mH+

=
0.45 GeV�1. The B0 and B+ samples are combined and the normalization and background events are subtracted. The
distributions are normalized to the number of detected events. The uncertainty on the data points includes the statistical
uncertainties of data and simulation. The values of �2 are based on this uncertainty.

Due to the subtraction of the large B ! D�⌧�⌫⌧ feed-
down in the D� samples, the measured q2 spectrum of
B ! D⌧�⌫⌧ decays depends on the signal hypothesis.
This dependence is very small, however, because the q2

spectrum of B ! D�⌧�⌫⌧ decays is largely independent
of tan�/mH+ .

The measured q2 spectra agree with the SM expec-
tations within the statistical uncertainties. For B !
D⌧�⌫⌧ decays, there might be a small shift to lower val-
ues, which is indicated by the increase in the p value for
tan�/mH+ = 0.30 GeV�1. As we showed in Sec. II B,
the average q2 for tan�/mH+ = 0.30 GeV�1 shifts to
lower values because the charged Higgs contribution to
B ! D⌧�⌫⌧ decays, which always proceeds via an S-
wave, interferes destructively with the SM S-wave. As a
result, the decay proceeds via an almost pure P -wave and
is suppressed at large q2 by a factor of p2

D, thus improv-
ing the agreement with data. The negative interference
suppresses the expected value of R(D) as well, however,
so the region with small tan�/mH+ is excluded by the
measured R(D).

The two favored regions in Fig. 22 with SR+SL � �1.5
correspond to tan�/mH+ = 0.45 GeV�1 for B ! D⌧�⌫⌧

decays. However, as we saw in Fig. 3, the charged Higgs
contributions dominate B ! D⌧�⌫⌧ decays for values
of tan�/mH+ > 0.4 GeV�1 and the q2 spectrum shifts
significantly to larger values. The data do not appear to
support this expected shift to larger values of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions
shown in Fig. 23 (Appendix). Within these uncertainties,
we find the variation that minimizes the �2 value of those
distributions. Table IX shows that, as expected, the con-

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the system-
atic uncertainties.

B ! D⌧�⌫⌧ B ! D⇤⌧�⌫⌧

SM 83.1% 98.8%

tan�/mH+

= 0.30 GeV�1 95.7% 98.9%

tan�/mH+

= 0.45 GeV�1 0.4% 97.9%

servative uncertainties give rise to large p values in most
cases. However, the p value is only 0.4% for B ! D⌧�⌫⌧

decays and tan�/mH+ = 0.45 GeV�1. Given that this
value of tan�/mH+ corresponds to SR + SL � �1.5, we
exclude the two solutions at the bottom of Fig. 22 with
a significance of at least 2.9�.

The other two solutions corresponding to SR+SL � 0.4
do not impact the q2 distributions of B ! D⌧�⌫⌧ to the
same large degree, and, thus, we cannot exclude them
with the current level of uncertainty. However, these so-
lutions also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than
in the case of the SM. This is also true for any other
solutions corresponding to complex values of SR and SL.

On the other hand, contributions to B ! D⌧�⌫⌧ de-
cays proceeding via P -wave tend to shift the expected
q2 spectra to lower values. Thus, NP processes with
spin 1 could simultaneously explain the excess in R(D(�))
[44, 45] and improve the agreement with the measured q2

distributions.

,

To reduce the FF uncertainties, one can explore the q2-dependent ratio

RD(⇤)

(q2) ⌘ dB(B ! D(⇤)⌧⌫)/dq2

dB(B ! D(⇤)`⌫)/dq2

For our convenience, to remove the divergence of RD at q2 = (mB � mD)2 †

and the phase space suppression of RD(⇤)

at q2 ⇠ m2

⌧ , we introduce
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We are studying q^2 distribution as a NP analyzer: 

Ex. RD⇤(q2) ⌘ dB(B̄ ! D⇤⌧ ⌫̄)/dq2

dB(B̄ ! D⇤`⌫̄)/dq2
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* Additional factor is imposed for our convenience
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FIG. 23. (Color online) E�ciency corrected q2 distributions for B ! D⌧�⌫⌧ (top) and B ! D⇤⌧�⌫⌧ (bottom) events with
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miss

> 1.5 GeV2 scaled to the results of the isospin-constrained fit. The points and the shaded histograms correspond to
the measured and expected distributions, respectively. Left: SM. Center: tan�/mH+

= 0.30 GeV�1. Right: tan�/mH+

=
0.45 GeV�1. The B0 and B+ samples are combined and the normalization and background events are subtracted. The
distributions are normalized to the number of detected events. The uncertainty on the data points includes the statistical
uncertainties of data and simulation. The values of �2 are based on this uncertainty.

Due to the subtraction of the large B ! D�⌧�⌫⌧ feed-
down in the D� samples, the measured q2 spectrum of
B ! D⌧�⌫⌧ decays depends on the signal hypothesis.
This dependence is very small, however, because the q2

spectrum of B ! D�⌧�⌫⌧ decays is largely independent
of tan�/mH+ .

The measured q2 spectra agree with the SM expec-
tations within the statistical uncertainties. For B !
D⌧�⌫⌧ decays, there might be a small shift to lower val-
ues, which is indicated by the increase in the p value for
tan�/mH+ = 0.30 GeV�1. As we showed in Sec. II B,
the average q2 for tan�/mH+ = 0.30 GeV�1 shifts to
lower values because the charged Higgs contribution to
B ! D⌧�⌫⌧ decays, which always proceeds via an S-
wave, interferes destructively with the SM S-wave. As a
result, the decay proceeds via an almost pure P -wave and
is suppressed at large q2 by a factor of p2

D, thus improv-
ing the agreement with data. The negative interference
suppresses the expected value of R(D) as well, however,
so the region with small tan�/mH+ is excluded by the
measured R(D).

The two favored regions in Fig. 22 with SR+SL � �1.5
correspond to tan�/mH+ = 0.45 GeV�1 for B ! D⌧�⌫⌧

decays. However, as we saw in Fig. 3, the charged Higgs
contributions dominate B ! D⌧�⌫⌧ decays for values
of tan�/mH+ > 0.4 GeV�1 and the q2 spectrum shifts
significantly to larger values. The data do not appear to
support this expected shift to larger values of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions
shown in Fig. 23 (Appendix). Within these uncertainties,
we find the variation that minimizes the �2 value of those
distributions. Table IX shows that, as expected, the con-

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the system-
atic uncertainties.

B ! D⌧�⌫⌧ B ! D⇤⌧�⌫⌧

SM 83.1% 98.8%

tan�/mH+

= 0.30 GeV�1 95.7% 98.9%

tan�/mH+

= 0.45 GeV�1 0.4% 97.9%

servative uncertainties give rise to large p values in most
cases. However, the p value is only 0.4% for B ! D⌧�⌫⌧

decays and tan�/mH+ = 0.45 GeV�1. Given that this
value of tan�/mH+ corresponds to SR + SL � �1.5, we
exclude the two solutions at the bottom of Fig. 22 with
a significance of at least 2.9�.

The other two solutions corresponding to SR+SL � 0.4
do not impact the q2 distributions of B ! D⌧�⌫⌧ to the
same large degree, and, thus, we cannot exclude them
with the current level of uncertainty. However, these so-
lutions also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than
in the case of the SM. This is also true for any other
solutions corresponding to complex values of SR and SL.

On the other hand, contributions to B ! D⌧�⌫⌧ de-
cays proceeding via P -wave tend to shift the expected
q2 spectra to lower values. Thus, NP processes with
spin 1 could simultaneously explain the excess in R(D(�))
[44, 45] and improve the agreement with the measured q2

distributions.

,

To reduce the FF uncertainties, one can explore the q2-dependent ratio

RD(⇤)

(q2) ⌘ dB(B ! D(⇤)⌧⌫)/dq2

dB(B ! D(⇤)`⌫)/dq2
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We are studying q^2 distribution as a NP analyzer: 

Ex. RD⇤(q2) ⌘ dB(B̄ ! D⇤⌧ ⌫̄)/dq2

dB(B̄ ! D⇤`⌫̄)/dq2
·
✓
1� m2

⌧

q2

◆

* Additional factor is imposed for our convenience

Suppose the central experimental value of R(D) & R(D*) from recent data, 
then the best fit value of Cx is obtained as follows:

CT = 0.29± 0.16i , with CX 6=T = 0

CS2 = �1.62± 0.52i , with CX 6=S2 = 0



Exploring the q2 dependence for the NP search : R0(q2)
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“Model”
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Integrated luminosity �2/Nbins

426 fb

�1
10

10 ab

�1
225

・R(q^2) distribution can distinguish between scalar- & tensor-like contribution

* Simulation of 
  fake “data” vs “model”



- B→D(*)τν:  Large deviation from SM & type2-2HDM prediction
- B→τν:  Good agreement with SM

- Several effective operators (vector, scalar, tensor) can explain data
- “Unusual” 2HDM & LQM are in good agreement with data in B→D(*)τν

・Near future prospects

・New physics

・Observables

・Review on tauonic B decays

- Asymmetry, polarization, distribution are useful to test NP contribution
- CP violation is available using asymmetry

- q^2 distribution will be obtained in relatively near future 
  and sensitive to NP contributions

Summary



Back up



・Fit the shape (=interaction type) and the hight (=coupling)

d�

dw
(B̄ ! D`⌫̄) =

GFm5
B

48⇡3
r3(1 + r)2(w2 � 1)3/2V1(w)

2|Vcb|2B̄ ! D`⌫̄

Hight： V1(1)|Vcb|
 
z =

p
w + 1�

p
2

p
w + 1 +

p
2

!
V1(w) = V1(1)

⇥
1� 8⇢21z + (51⇢21 � 10)z2 � (252⇢21 � 84)z3

⇤
Shape：

・Shape is parametrized by HQET [Caprini et.al. (1996)]

|Vcb| determination 

the low-momentum range, measured using real data. The
second half is used to perform the analysis with a statisti-
cally independent sample. The results of the background
estimation shown in Table I are those obtained in the
samples used for the analysis. Both of the samples contain
about 120 000 signal events.

The sample used to investigate the efficiency of
low-momentum tracks is divided into a total of six bins
in p!s

. The bin borders of the first five are 50 MeV=c,
100 MeV=c, 125 MeV=c, 150 MeV=c, 175 MeV=c and
200 MeV=c. The region beyond 200 MeV=c defines the
sixth bin. By subtracting the background, we obtain an
estimate of the signal in data and form the ratio with the
signal in MC in each bin, fi ¼ Ndata

i =NMC
i .

The high momentum range is used as normalization, no
efficiency correction is applied there. In the lower momen-
tum bins we obtain the ratios "!s;i ¼ fi=fmax, which are

identical to the ratio of reconstruction efficiencies in the
bins i and the high momentum region, "!s;i ¼ #i=#max. We
calculate this set of ratios for the electron and muon modes
and form the weighted average, separately for each of the
four subsamples. These values are applied as weights when
filling the MC histograms to correct the reconstruction
efficiency.

Most systematic uncertainties cancel out in the ratios
"!s;i. Only the uncertainties in the various background
components give a small systematic contribution to the
uncertainty.

This procedure assumes that the distribution of events in
the p!s

spectrum is identical for data and MC. However,

one of the aims of the analysis is to measure the form factor
parameters that govern this distribution. Therefore, an
iterative procedure is adopted: we calculate one set of
corrections, apply them and perform the analysis to deter-
mine F ð1ÞjVcbj and the form factor parameters. We then
calculate a new set of corrections using these results and
repeat the analysis. The changes of the parameters during
this iterative procedure are small and vanish after the third
iteration. We assign an additional systematic uncertainty to
our results based on the stability of the corrections against
changes in the form factor parameters. As will be shown
in Table III, this is a negligibly small contribution.

C. Results of the fits and investigation of the
systematic uncertainties in the subsamples

After applying all analysis cuts and subtracting back-
grounds, a total of 123 427$ 636 signal events are used for
the analysis, divided into a total of four experimental
subsamples as mentioned above. The result of the fit to
these data is shown in Fig. 5 and Table II. The $2 per
degree of freedom, $2=n:d:f, of all fits is good. Table II also
gives the $2 probabilities or P values, P$2 .

To estimate the systematic uncertainties in these results,
we consider contributions from the following sources: un-
certainties in the background component normalizations,
uncertainty in theMC tracking efficiency, errors in theworld
average ofBðD%þ ! D0!þÞ andBðD0 ! K'!þÞ as well
as in the BðB ! D%%‘%Þ components [8], uncertainties
in the shape of the w distribution of B ! D%%‘% events
based on the LLSW model [23], uncertainties in the B0

FIG. 5 (color online). Result of the fit of the four kinematic variables in the subsample B. The electron and muon modes are added in
this plot. The points with error bars are continuum-subtracted on-resonance data. Where not shown, the uncertainties are smaller than
the black markers. The histograms are, top to bottom, the signal component, D%% background, signal correlated background,
uncorrelated background, fake ‘ component and fake D% component.

MEASUREMENT OF THE FORM FACTORS OF THE DECAY . . . PHYSICAL REVIEW D 82, 112007 (2010)

112007-9

V1(1)|Vcb| = (4.26± 0.07± 0.14)⇥ 10�2

⇢21 = 1.186± 0.055

Fit result:



|Vub| determination from a fit to CKM unitarity

0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
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0.6

�1 (

⌘

⇢

/ |Vub|

�mBd

�mBs |Vub| = (3.38± 0.15)⇥ 10�3

Average values 

Average CKM fit
B(B̄ ! ⌧ ⌫̄)⇥ 104 1.41± 0.23 1.14± 0.23

|Vub|⇥ 103 4.18± 0.53 3.38± 0.15

Average SM

R(D) 0.421± 0.058 0.297± 0.017
R(D⇤

) 0.337± 0.025 0.252± 0.003
correlation �0.19 -

* Belle result is obtained 
  by our private calculation
* So, Belle result here is 
  different from that 
  shown in main slide



Experimental analysis @BABAR

m2
miss = (pe+e� � ptag � pD(⇤) � p`)

2

* inv. mass of missing particles:

* Decay channel BABAR analyzed:

B̄ ! D(⇤)(⌧ ! `⌫̄⌫)⌫̄

1.               are identified 

2.        distribution is measured

3. Comparing total event data with 
    expected signal & background,
    signal event is extracted

Btag, D
(⇤), `

m2
miss

[BABAR, arXiv:1205.5442]

13

The q2 spectra were found to be consistent with the SM to within the statistical
uncertainties.

Fig. 4. m2

miss

(left) and p⇤l (right) distributions of the B ! D̄(⇤)⌧+⌫⌧ candidates reconstructed

by BABAR13,14. Shaded regions show the results of the fit with the isospin constraint R(D(⇤)0) =
R(D(⇤)+) ⌘ R(D(⇤)). The reconstructed final state is shown on each plot. The p⇤l distributions

were produced with the requirement m2

miss

> 1 GeV to suppress the large B ! D̄(⇤)`+⌫` peak,
which is truncated in the m2

miss

distributions. The dashed line in the background (labeled Bkg.)
shows the level of the continuum background.

4.1.4. Summary and Consistency of B ! D̄(⇤)⌧+⌫⌧ Measurements

As shown discussed above, the B ! D̄(⇤)⌧+⌫⌧ rate measurements have consistently
yielded results higher the SM expectations. Comparison of theory and experimental
results from both BABAR and Belle is best performed in terms of the branching-
fraction ratios R(D(⇤)). However, this is complicated by the fact that the published
Belle results were given in terms of the branching fractions, and correlations between
the R(D) and R(D⇤) results in the Belle measurements have not been published.
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D

`

Btag



Belle...

・Belle result was reported, but it is not fully completed... 
　We are now waiting for the upgrade.

Super KEKB

・Tauonic B meson decay is one of the golden modes 
　in future super B factory, due to its large statistics.

・Large statistics enable us to measure not only total rate, 
　but also some distributions & polarizations

Belle & Belle2



* Charged Higgs can contribute to the processes

Study of the B ! D(⇤)⌧⌫ decays : motivation

The BABAR results [arXiv:1205.5442],

R(D)exp =0.440 ± 0.058 ± 0.042 , R(D)SM = 0.297 ± 0.017 ,

R(D⇤)exp =0.332 ± 0.024 ± 0.018 , R(D⇤)SM = 0.252 ± 0.003 ,

disagree with the SM at the 3.4 � level (combining with Belle result, we obtain 3.5 �).

SlideB ! D(�)�⌫Manuel Franco Sevilla

R(D)0.2 0.4 0.6

R
(D

*)

0.3

0.4

SM

! 1
! 2
! 3
! 4
! 5
! 6

Figure 1: Values of R(D(�)) and its total uncertainties.

Table 1: Previous measurements of B ! D(�)⌧�⌫⌧ . � is the total significance of the signal yield. Belle 2007 and
2010 measured B(B ! D(�)⌧�⌫⌧ ) instead of R(D(�)), so B(B ! D(�)��⌫⌧ ) values found in ? were used to calculate
R(D(�)).

Belle, 2007 BABAR, 2008 Belle, 2010

535M BB pairs 232M BB pairs 657M BB pairs

Mode Events �(�) Events �(�) Events �(�)

B ! D⌧�⌫⌧ — — 67 ± 19 3.6 146 ± 42 3.5

B ! D�⌧�⌫⌧ 60 ± 12 5.2 101 ± 19 6.2 446 ± 57 8.1

R(D) =

�
0.440 ± 0.072 BABAR

0.297 ± 0.017 SM
(1)

R(D�) =

�
0.332 ± 0.030 BABAR

0.252 ± 0.003 SM
(2)

R(D)0.2 0.4 0.6

R
(D

*)
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m 1
m 2
m 3
m 4
m 5 R(D) and R(D*) 

not independent

-27% correlation
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tan�/mH±(GeV�1)

BABAR result for 2HDM of type II

Type-II 2HDM is ruled out at 99.8% CL!

* However, it cannot explain the results at the same time

Note:
As explained, we must expect the signal 
event, to extract from the total event 
including the background event.
Thus, this result depends on the model 
parameters.

bR

⌫̄L

H�

cL

⌧R / m⌧mb
tan2 �

m2
H±



Lepto Quark model

・LQs are particles, carrying both baryon & lepton number.
　Thus, they couple to quark-lepton pair.

Leptoquarks

LQs are particles, carrying both baryon and lepton number and therefore
coupling to quark-lepton pairs.

SLQ

q

`

VLQ

q

`

LQ states are expected to exist in various extensions of SM, e.g. :
SU(5), SO(10) GUTs;
/R SUSY;
extended technicolour models;
composite models;
...

Bounds on LQ states are obtained
directly - from their production cross sections at colliders,
M

SLQ

3

> 534 GeV [ATLAS(’13), arXiv:1303.0526]

M
SLQ

3

> 525 GeV , M
VLQ

3

> 760 GeV [CMS(’13), arXiv:1210.5629]

indirectly - from the bounds on the LQ-induced four-fermion interactions below
threshold.

⇥S)L⌅��⌅)⌃�.5*‚‚Q+ Constraining NP in semileptonic B decays 7 / 15

・LQ particles are expected to exist in various NP models;
　             (ex: SU(5)-GUT, SO(10)-GUT, composite models, and so on)

Mass bounds on LQs from LHC
Scalar LQ:                         [ATLAS & CMS (2013)]MSLQ3 & 530GeV

MVLQ3 & 760GeVVector LQ:                         [CMS (2013)]

Lagrangian relevant for b->cτν, with general dimensionless
    SU(3)xSU(2)xU(1) invariant couplings of scalar & vector LQs:

Up to now all experimental and phenomenological analyses of B ! D(⇤)⌧⌫ decays66

have been made highly relying on the heavy quark e↵ective theory (HQET). Although it67

provides an extremely useful tool in describing the non-perturbative dynamics of QCD, an68

alternative description of these decays that does not rely on HQET is welcome. Therefore,69

in order to be conservative and to estimate the sensitivity of NP constraints to the B !70

D(⇤) transition matrix elements, two di↵erent sets of hadronic form factors are examined:71

• HQET form factors, parametrized by Caprini et al. [27] with the use of parameters72

extracted from experiments by the BaBar and Belle collaborations;73

• form factors, computed by Melikhov and Stech (MS) using relativistic dispersion74

approach based on the constituent quark model [28].75

3 Testing leptoquark models76

3.1 E↵ective Lagrangian and Wilson coe�cients77

Many extensions of the SM, motivated by a unified description of quarks and leptons,78

predict the existence of new scalar and vector bosons, called leptoquarks, which decay79

into a quark and a lepton (with model-dependent branching fraction). These particles80

carry nonzero baryon and lepton numbers, colour and fractional electric charge.81

Although for the leptoquark masses that are within experimental reach at collider82

experiments, the flavour-changing neutral current (FCNC) processes favour leptoquarks83

that couple to quarks and leptons of the same generation, in this work we study the84

leptoquarks which couple to the third and the second generation. We use the e↵ective85

Lagrangian with the general dimensionless SU(3)c ⇥ SU(2)L ⇥ U(1)Y invariant flavour86

non-diagonal couplings of scalar and vector leptoquarks satisfying baryon and lepton87

number conservation, introduced by Buchmüller et al. [26]. The interaction Lagrangian88

that induces contributions to the b ! c`⌫ process is given as follows,89

LLQ =LLQ

F=0

+ LLQ

F=�2

,

LLQ

F=0

=
�
hij
1L QiL�

µLjL + hij
1R diR�

µ`jR
�
U
1µ + hij

3L QiL��
µLjLU3µ

+
�
hij
2L uiRLjL + hij

2R QiLi�2`jR
�
R

2

,

LLQ

F=�2

=
�
gij
1L Q

c
iLi�2LjL + gij

1R uc
iR`jR

�
S
1

+ gij
3L Q

c
iLi�2�LjLS3

+
⇣
gij
2L d

c
iR�

µLjL + gij
2R Q

c
iL�

µ`jR
⌘
V
2µ ,

(13)

where Qi and Lj are the left-handed quark and lepton SU(2)L doublets respectively, while90

uiR, diR and `jR are the right-handed up, down quark and charged lepton SU(2)L singlets;91

indices i and j denote the generations of quarks and leptons;  c = C 
T
= C�0 ⇤ is a92

charge-conjugated fermion field. For simplicity, the colour indices are suppressed. The93

quantum numbers of the leptoquarks are summarized in Table 1.94
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Up to now all experimental and phenomenological analyses of B ! D(⇤)⌧⌫ decays66

have been made highly relying on the heavy quark e↵ective theory (HQET). Although it67

provides an extremely useful tool in describing the non-perturbative dynamics of QCD, an68

alternative description of these decays that does not rely on HQET is welcome. Therefore,69

in order to be conservative and to estimate the sensitivity of NP constraints to the B !70

D(⇤) transition matrix elements, two di↵erent sets of hadronic form factors are examined:71
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3 Testing leptoquark models76

3.1 E↵ective Lagrangian and Wilson coe�cients77
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into a quark and a lepton (with model-dependent branching fraction). These particles80

carry nonzero baryon and lepton numbers, colour and fractional electric charge.81
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experiments, the flavour-changing neutral current (FCNC) processes favour leptoquarks83
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number conservation, introduced by Buchmüller et al. [26]. The interaction Lagrangian88
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LLQ =LLQ
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+ LLQ
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hij
1L QiL�
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1R diR�

µ`jR
�
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+
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�
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=
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�
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⇣
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µ`jR
⌘
V
2µ ,

(13)

where Qi and Lj are the left-handed quark and lepton SU(2)L doublets respectively, while90

uiR, diR and `jR are the right-handed up, down quark and charged lepton SU(2)L singlets;91

indices i and j denote the generations of quarks and leptons;  c = C 
T
= C�0 ⇤ is a92

charge-conjugated fermion field. For simplicity, the colour indices are suppressed. The93

quantum numbers of the leptoquarks are summarized in Table 1.94
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S,R: scalar LQ
U,V: vector LQ



Tau polarization

・Tau has rich features compared with light leptons. 
　Its helicity can vary depending on the type of the interaction.

* In SM,

* NP can influence the tau helicity in B→D(*)τν

・Definition:

P⌧ (D) =
�+(D)� ��(D)

�+(D) + ��(D)
P⌧ (D

⇤) =
�+(D⇤)� ��(D⇤)

�+(D⇤) + ��(D⇤)

�±(D) is decay rate of B->Dτν with tau helicity to be ±1
2

* Pτ is measurable without knowing τ momentum
    & we estimated expected error δPτ~0.04 at super KEKB

[Tanaka & RW,  arXiv:1005.4306]

P⌧ =
�+ � ��

�+ + �� ' 0.325



Correlation of R(D) & Pτ:
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SM→●
•

•

How to distinguish NP:

(R(D), R(D⇤)) (0.37, 0.28)
X S2 V2 T
CX �0.81± i 0.87 0.03± i 0.40 0.16± i 0.14

P⌧ (D) 0.44 0.33 0.22
P⌧ (D⇤) �0.35 �0.50 �0.26

#. If R(D)&R(D*) are precisely measured, we can predict Pτ in each NP case

* Pτ & R are correlated
* Nontrivial strong correlation for S1,2 due to spin conservation

Tau polarization



Sensitive to R(D) Same to R(D*)
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We can distinguish the type in part
if we measure them more precisely.

Correlations



Kinematics in multi-pion decay of tau

z

x

y

z′

x′

y

!pB = !pD

!Q2

!p1

!p2

θ̂1

φ̂1

ρ or
ρ
′

!pν1 + !pν2 [q rest frame]

[Q2 rest frame]

θV

π−

π0

Figure 1: The kinematics in the case of V → 2π.

From these equations, we obtain the following basic formula,

dΓn = (dΓ
P
n with (C∗

V , C∗
S, C∗

T ) → (CV , CS, CT )), (40)

where dΓ
P
n denote dΓn with the parity transformation, that is, with reversing the direc-

tions of all 3-momenta. In short, the distributions are CP invariant if all the Wilson

coefficients are real.

Let us write the total amplitude, M =
∑

λ Mλ
V Mλ

n, the product of the production

(15) and decay (24,25) amplitudes formally as

M = MSM + CNPMNP. (41)

Here MSM is the amplitude from the SM, CNPMNP is the amplitude from the new

physics, where CNP denote the Wilson coefficients of the new physics CV , CS and CT .

From Eq. (40), we find

dΓn − dΓ
P
n ∝ Im(CNP)Im(M∗

SMMNP). (42)

Therefore, we can measure the imaginary parts of the Wilson coefficients, which are the

source of the CP violation by using this asymmetry.

2.3 CP violating observable in two-pion decay

We parametrize the momenta pB, pD, and Q2 in the q rest frame (!pB − !pD = !0) as

pB =

√
q2

2
(
m2

B − m2
D

q2
+ 1, 0, 0, β), (43)

pD =

√
q2

2
(
m2

B − m2
D

q2
− 1, 0, 0, β), (44)

Q2 = (EV , |!pV | sin θV , 0, |!pV | cos θV ), (45)
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