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Why?

• Many different CASTOR related performance 
measurements are collected but thesemeasurements are collected, but these
– are not easily available from a single location, and
– have not been tracked consistently to show– have not been tracked consistently to show 

(hopefully!) performance improvements over time.
• The LHCC referees asked for metrics to address this 

point following the November review.

• Notes:
– Metrics can/will be prepared by VO as relevant.
– Few (if any) of the proposed metrics are specific to 

CASTOR; these metrics could thus be used toCASTOR; these metrics could thus be used to 
compare performance across Tier1s.
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CASTOR Metrics

• Usage & Usage Patterns
P f• Performance

• Responsiveness
• Miscellaneous
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CASTOR Metrics

• Usage & Usage Patterns
A fil i– Average file size

– Average data transferred per tape mount
A d il l– Average daily mounts per tape volume

– Requests/second
– Percentage of requests for non-disk resident files

• Performance
• Responsiveness
• MiscellaneousMiscellaneous
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CASTOR Metrics

• Usage & Usage Patterns
P f• Performance
– Network utilisation per pool

• where relevant, with comparison to target

– # simultaneous active transfers
i h b kd b d/ i d d• with breakdown by read/write and access mode 

(streaming/random)

– Average I/O performance of tape systemAverage I/O performance of tape system

• Responsiveness
Mi ll• Miscellaneous
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CASTOR Metrics

• Usage & Usage Patterns
• PerformancePerformance
• Responsiveness

– Stager
• Time between request and availability of first byte

– Distinguish cases where file in requested pool, in 
another pool, on tape

Q d f• Queued transfer requests
• Average & maximum disk server busy time

– SRM
• Time between initial request and return of TURL

– Tape Layer
• Time between CASTOR request and drive allocatione betwee C S O equest a ve allocat o

• Miscellaneous
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CASTOR Metrics

• Usage & Usage Patterns
P f• Performance

• Responsiveness
• Miscellaneous

– Drive availabilityDrive availability
• Percentage of installed drives available for users

– Tape fragmentationp g
• Data on full tapes divided by nominal capacity

– Available Tape Capacity
• expressed as time to exhaust pool at current usage 

rate (daily/weekly/monthly)
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Questions?Questions?

Comments?Comments?
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