
Applications Area Before CCRC08Applications Area Before CCRC08
MB Meetingg

5 February 2008

Pere Mato/CERNPere Mato/CERN



ForewordForeword
The AA software version to be used by the experiments in h softwar rs on to us y th p r m nts n
the CCRC is very weakly coupled with grid services
– Very few points of contact (e.g. access to event and conditions 

d )data)  
Assuming that each experiment will use the version they 
have managed to fully integrate and validatehave managed to fully integrate and validate
– CCRC February run -> last year releases
– CCRC May run -> based on the new AA LCG 54x configurationCCRC May run  based on the new AA LCG_54x configuration    

The rest of the presentation is about the current status 
of the Application softwarepp
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AA Software StructureAA Software Structure

Simulation Program Reconstruction Program Analysis Program

Experiment Frameworks

ROOT Geant4 AA PackagesPOOLCORAL COOL

Boost

ROOT

MC Generators

Geant4 AA PackagesPOOL

Qt

CORAL COOL

External Packages
Python XercesC Grid packages

…

11/01/06 Applications Area 3



Software installationsSoftware installations
All AA software (external and internal) is 
available in /afs/cern.ch/sw/lcg
Organized as
<package>/<version>/<platform><package>/<version>/<platform>
– The platform keyword is made of operating system, 

architecture and compiler version
T fil ( d/ bi i ) fTar files (sources and/or binaries) for 
distribution are also available
More than 100 packages availablep g
– For many packages only the client-side is required 

Automated installations made by a system of 
scripts ithin CMT (LCGCMT)scripts within CMT  (LCGCMT) 
Packages, versions are decided by Architects 
Forum (AF)
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ConfigurationConfiguration
An AA LCG configuration is a  

b f k dcombination of packages and 
versions which are coherent and 
compatible
Configurations are given names like 
“LCG_54”
Experiments build their application p pp
software based on a given LCG 
configuration
– Interfaces to the experiments p

configuration systems are provided 
(SCRAM, CMT)

– Concurrent configurations are 
d it tieveryday situation

Configurations are decided in the 
AF
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Supported platformsSupported platforms
slc3_ia32_gcc323g
– Only available for old configurations

slc4_ia32_gcc34
Curr nt pr ducti n pl tf rm f r ll xp rim nts– Current production platform for all experiments

slc4_amd64_gcc34
– Fully functional but some difficulties for some experiments y p

win32_vc71
– Used mainly by LHCb as a second platform for development/testing

Missi i t f t C st DPM t R st d t IT/DM– Missing interface to Castor, DPM, etc.  Requested to IT/DM
osx104_ia32_gcc401 
– Requested by experiments as a second platform for dev/testq y p p
– Missing interface to Castor, DPM, etc. Requested to IT/DM  

slc4_ia32_gcc41 slc4_ia32_gcc42
All AA k s s ssf ll t st d N t t th d f l s
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– All AA packages successfully tested. Not yet the need for a release 



Configuration LCG 54Configuration LCG_54

Released and announced January 21stReleased and announced January 21
A long list of version changes in the external libraries/tools
– Python 2 5 Boost 1 34 and 17 othersPython 2.5, Boost 1.34, and 17 others.

New versions of all AA packages
– ROOT 5.18.00 - production version, major release compared with p , j p

5.14 (which is in production by experiments)
– SEAL 1.9.4 - minor changes

RELAX 1 1 11 i h– RELAX 1.1.11 - minor changes
– CORAL 1.9.3 - adaptations and cleanup 
– COOL 2 3 0 - channel selection by name bulk retrieval of channelCOOL 2.3.0 channel selection by name, bulk retrieval of channel 

ID-name mapping, partial tag locking and adaptation
– POOL 2.7.0 - improved collections and adaptation
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Nightlies heavily used for validationNightlies heavily used for validation

Enabled experiments to validate the candidate releases in all platformsEnabled experiments to validate the candidate releases in all platforms
– A number of issues (show stoppers in some cases) discovered before release
– Unfortunately not all the experiments managed at the same level of detail

M t ti / lid ti i d d f j l (1 th i t– More testing/validation is needed for major releases(1 month is not 
sufficient) 

The actual complete release took very little (1-2 days) after ROOT was 
t d ( M in l in 2007 h s b n t sp d p th l s p ss)

5 février 2008 8

tagged ( Main goal in 2007 has been to speedup the release process)



Simulation packagesSimulation packages
Geant4 version 9.1 released on December 14th as plannedG ant rs on 9. r as on D c m r th as p ann
– Includes GDML as a new plugin and an extension of the binary 

cascade model for hadronic physics.
CPU i i h h d i ( f h d f 5 %) i– CPU improvement in the hadronic part (of the order of 5 %) is 
expected 

– Experimental new physics list to enable the analysis of test beam Exper mental new phys cs l st to enable the analys s of test beam
data.

– The validation of the hadronic physics has been done with 5000 jobs 
submitted in the Gridsubmitted in the Grid

» about half the number of jobs compared with last time mainly due 
to the reduced resources with SLC4 available for Geant4

MC Generators
– New structure stable and used by experiments
– In total 22 generators in various versions installed
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SummarySummary
LCG 54 released few weeks agoL G_5 r as f w w s ago
– Better validated than previous releases but not yet perfect
– This is the main configuration that we expect the experiments will 

b i f h f hbe using for the rest of the year
Machinery ready to produce new complete software 
releases (mainly for bug fix releases) in short time (days)releases (mainly for bug fix releases) in short time (days)
– We know that is impossible to deliver bug-free software
– The solution we adapted is to optimize/speedup the processThe solution we adapted is to optimize/speedup the process

» Reporting->debugging->fixing->testing->validating->releasing
Main AA activity is consolidation and optimization of the y p
existing software packages
– Not expected big functionality changes in 2008 
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