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Why CERNBoOXx?

- Competitive alternative to Dropbox for CERN users
« 4500 distinct IPs contacting *.dropbox.com (daily)

. . CERN Disk Storage System
SLAs: data availability and confidentiality

Archival and Back-up policies EOS 140 PB (raw)
Offline Data Access and Data sync across devices CASTOR disk 20 PB (raw)
Easy way to share files and folders with colleagues Ceph 4 PB (raw)
- We already manage large-scale online storage systems
- We started ownCloud evaluation and build prototype service
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EOS Integration e

EOS offer “virtually unlimited” cloud storage for end-users

Full solution compatible with ownCloud clients
we don’t want half-working CERN-specific solution

Add a few features to EOS (or lifting restrictions)

Remove dependency on the ownCloud Database
EOS has already a very fast in-memory namespace

Beef-up the webdav endpoint for ownCloud clients

Integrate web-access and sharing functionality, trashbin, versions
Fusion between ownCloud model and EOS model

Making EOS more robust
Lots, lots of testing of less stressed parts
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CERNBox and EOS

- CERNBox 2.0 architecture and EOS integration
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Current Use Case

Physicists

Engineers ~10K users

> 200 institutes worldwide
~1K on-site frequent travel, sharing

often on the campus and collaborations

Services &
Administration

~1K on-site
possibly confidential
data!




CERNBox Service Numbers

Users 1877
# files 15 Millions
# dirs 1.3 Million
1TB/user
Used Space 37 TB
Deployed 1.1 PB

Space

EOS offers “virtually unlimited”
cloud-storage for our end-users

The EOS installation at CERN is
around 140 PB with the primary
role of storing physics data

Users

2000

1800

1600

1400

1200

1000

800

600
400 -
200

™ ™ N N,
@’b« R @'b* O R - o $o“' & & & &
1?: Migration from NFS
0T to EOS \_
10TB
1TB-
100 GB
10 GB T T T T T T
&‘:\P‘ vg*'\b‘ ®'8\:\, \é"\y \&;\P‘ \}o%\/b‘ %Q,Q'\y Oé'\y é)x'\,“‘ Qé"\y‘ \fo:@ QQ)OI’\(? ®é§o

em=wDeployed Space === |Jsed Space




Current System Usage

CERNBox Weekly User Access Pattern
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"‘Box Community”

Workshop organised at CERN very successful
more than 80 participants from all over the world
very interesting presentations and lots of ideas

Workshop on Cloud Services

for File Synchronisation and Sharing

We want to do it again!

Plan to organise another
workshop on the topic

CERN 17-18
November 2014 ORGANISING COMMITTEE
https://indico.cern.ch/event/336753/ Miguel Branco

Abstract submission: 30 September Massimo Lamanna
Registration: 31 October Jakub T. Moscicki
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Tomorrow’s Features

+ Direct access to EOSUSER (and not only...)
- not only own cloud sync client
- xroot, fuse, http/WebDAV

« Access to Physics Data
« synchronise experiment’'s data

Filesystem
eosuser
eosatlas
eosalice
eoscms
eoslhcb
eospublic

total 6644
drwx
drwx
drwx
drwx
drwx
drwx

- Direct access from Ixplus and batch
- sync from your laptop and run!
- sync results back

@

I Account

% CERNBox

4 1 @

Activity  General  Network

Account to Synchronize

£, Connected to https://cernbox.cern.ch/cernbox/desktop as Imascett.

2 eoslhcb Add Folder...
4 J Remote path: eos/Ihcb/user/l/Imascett Pause
/Users/lucamascetti/eoslhcb
Remove
cernbox
Remote path: home Choose What to Sync
/Users/lucamascetti/cernbox/
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[lmascett@lxplus2015 ~]#
[lmascett@lxplus2015 ~]# df -H -t fuse

Size Used Avail Use% Mounted on
506T 70T 4377 14% /eos/user
36P 17P 20P 45% /eos/atlas
20P 11P B8.5P 57% /eos/alice
28P 14P 15P 49% /eos/cms
13P 7.6P 4.6P 63% /eos/lhcb
16P 5.8P 11P 36% /eos/public

[lmascett@lxplus2015 ~]#
[lmascett@lxplus2015 ~]# 1s -1lc /eos/user/1/lmascett/

lmascett c3 Dec 1@ 15:58 CERN
lmascett c3 Jan 26 18:18 debug
lmascett c3 Dec 11 ©9:43 download
lmascett c3 Oct 31 18:24 pdf
lmascett c3 Dec 11 ©9:44 personal
lmascett c3 Dec 10 12:11 pictures

Shared

[_] cernbox.cern.ch 2

[_] testbox.cern.ch
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Future Directions

CERNBox
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Integration

going to “Grid Home Directory”™? 1o
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