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Enabling Grids for E-sciencE

• I’m going to talk about the APEL repository and clients
• Javier will describe the portal and enforcement.
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Enabling Grids for E-sciencE

What is APEL?

• A central repository for cpu accounting data
• a set of clients which collect accounting data for grid 

j b f b t h l d th t l ljobs from batch logs and save them to a local 
database.

• It uses RGMA to publish the data from the site p
database to the central respoitory

• You don't have to use the APEL clients. If you have 
l l ti d t b ithyour own local accounting database you can either 

– use the APEL publishing mechanism to insert your data into the 
central rep or

– insert directly to the central rep database.
– Examples NIKHEF, IN2P3, OSG, DGAS, CERN
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Enabling Grids for E-sciencE

Whose data are in APEL?

• All EGEE VOs, 
• LHC VOs from OSG and NorduGrid, 
• others who installed gLite and followed the EGEE 

instructions for configuration.
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Enabling Grids for E-sciencE

What sort of data are in APEL?

• njobs, raw cpu, normalised cpu, wallclock, normalised 
wallclock VO UserDNwallclock, VO, UserDN

• Per job data and aggregated job data.
• job data are aggregated into a summary table with one j gg g y

row per site per VO, per month.
• This allows dynamic queries of millions of jobs
• This summary data is replicated to CESGA who run the 

portal used to visualise it.
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Enabling Grids for E-sciencE

Plans for APEL

• Current Development List
• Take input from OAT• Take input from OAT
• APEL Advisory Group
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Enabling Grids for E-sciencE

CURRENT APEL DEVELOPMENT

• New views for the Accounting Portal, Clouds/Tiers of ATLAS.
• Improving Portal reports (Tier2).
• Moving SAM tests from CE to MON box.
• Testing ActiveMQ as a possible alternative transport mechanism for 

APEL.
• Local jobs Accounting

MPI jobs Accounting• MPI jobs Accounting
• Sites being able to specify VOs they want to publish data for.
• Bugs/feature requests:

– Problems with the format of some of the log files APEL not able to parseProblems with the format of some of the log files. APEL not able to parse 
them. Could be causing sites not to publish all their job records.

– More than one instance of APEL running when the Flexible Archiver is 
down.
Out of Memory errors when trying to publish large number of records– Out of Memory errors when trying to publish large number of records.

– Allow sites to specify the amount of memory they want to assign to APEL.
– APEL working in gLite3.1 (Bouncy Castle and log4j not bundled with APEL 

anymore but included in JPackage instead) Already in pre-production.

INFSO-RI-508833 OAT Kickoff

• Improve the flow of data through the system (reduce the time it takes 
for the records to appear in the Portal after being published).

• Make the Central GOC database/system more robust and reliable. 



Enabling Grids for E-sciencE

Vision for APEL

• Move to standards
• Distribute data 
• Retain Central Repository
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Enabling Grids for E-sciencE

Move to standards

• schema based on OGF Usage Record (extended) 
• OGF RUS Resource Usage Service is a Web Service to 

UR d t b If id St d d li tUR databases. If we provide a Standard-compliant 
interface to APEL then it is easier for other accounting 
systems to publish and/or extract data.
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Enabling Grids for E-sciencE

Distribute data 

• In an EGI all countries would be responsible for 
keeping their own accounting. The countries in a 
region could share a repositoryregion could share a repository.

• If we package apel for distribution then 
regions/countries could collect their own data and re-
publish relevant VOs to a central repository. 

• National/Regional VOs may not wish to publish data 
from their local VOsfrom their local VOs. 

• SWE & SEE have already experimented with a regional 
repositories.

INFSO-RI-508833 OAT Kickoff



Enabling Grids for E-sciencE

Central Repository

• International VOs need a central place to store their 
accounting data. National/Regional ROCs may 
volunteer to carry out this role for a VO but we arevolunteer to carry out this role for a VO but we are 
currently planning to continue to provide the repository 
for LHC VOs and could do the same in EGI-DS for other 
VOVOs.  
– In theory a VO could query a number of distributed repositories 

but I do not believe the technology is mature enough for this yet 
and will not be so for years. So, the central APEL repository 
should act as a central cache that clients can query. 

• since we will be using standards it will be mandatory tosince we will be using standards it will be mandatory to 
run a RUS, not APEL. APEL will be an implementation 
of a RUS, not the only one.
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Enabling Grids for E-sciencE

Milestones.

• RUS input interface to APEL
APEL li t bli h t RUS• APEL client publishes to RUS

• Package APEL for distribution.
• APEL repository exports to another RUS• APEL repository exports to another RUS
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Enabling Grids for E-sciencE

Strategy

• Old and new interfaces to APEL will co-exist so 
distribution will not be a big bang.
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