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Final performances of the CNGS beam after five 
years (2008 ÷ 2012) of data taking  

Year Beam days P.O.T. 
(1019) 

2008 123 1.74 

2009 155 3.53 
2010 187 4.09 
2011 243 4.75 
2012 257 3.86 
Total 965 17.97 
Record performances in 2011	

Overall 20% less than the proposal value (22.5)	
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Last neutrino interaction recorded on December 3rd 2012 
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Present data analysis status  

6604 located interactions 
 6148 decay search 

gap reduction 

2012 

2011 

2010 

2009 

2008 

Analysing 2nd bricks 

At plateau 
completed 

2008-2009 completed 
2010 to 2012  

first brick completed 



Facilities in operation 
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the surface facility. Part of the present activity is devoted to the development of bricks 
underground. This procedure is meant to keep the rate of cosmic-ray muons very low when 
analysing events in special bricks. 12077 bricks were developed in total. The facility is 
kept in a good shape thanks to the regular maintenance performed. The quality of emulsion 
films is checked weekly and no anomalous behaviour was found so far. 

 
 

Following the LNGS request to move the underground developing facility from the 
Hall B to allow the ICARUS decommissioning, OPERA elaborated an appropriate scenario 
to minimize the interference of this operation with the data analysis. Nevertheless, at least 
two months are needed to complete the movement, assuming that the maximum support 
from the LNGS hosting lab will be provided. This movement is supposed to start in July 
and the underground emulsion processing is likely to resume in the second half of August. 
 
The CS Scanning facility at LNGS is running with 10 microscopes. At present, the analysis 
is concentrated on the CS films of 2nd bricks in the probability map for the runs of 2010, 
2011 and 2012 years. In view of the decommissioning that will start in 2015 from Super 
Module 2, we are prioritising the analysis of events located in the second Super Module. 
When the analysis of the CS of 2nd bricks will be completed, we will analyse CS films of 
3rd and 4th bricks in the probability map. Including also events with a muon in the final 
state with momentum P < 5 GeV, this activity will last until Summer 2015. The CS 
scanning facility is working at the record speed of about 6000 cm2/week. Its performance 
increased by a factor of 3 since the beginning of the data analysis in 2008 (see fig. below) 
and it is fully loaded. 
 

 
 

 
 The decommissioning of the OPERA detector will start in January 2015. The first 
operation will be the target brick extraction from the detector. BMS activity for this period 
is under preparation.  The extraction will start from Super Module 2 (SM2). According to 
our experience, the estimated speed of the brick extraction can be up to 500 bricks/day. 
The extraction will take 24 weeks for the SM2 and 26 weeks for SM1 and it is supposed to 
be completed by the beginning of 2016.  

The collaboration is trying to extract as many potentially interesting bricks as 
possible and to store them aside for further analysis. To do that, the Storage Area will be 
managed to provide more space for new bricks. Moreover, new storage areas have been 
identified with the LNGS management to lodge about 20000 bricks.   
 
   A draft of the MoU for decommissioning has been discussed with the Funding Agencies 
on April 23rd and it is expected to be approved in the next few weeks.       
 
 
 
Physics Analysis 
 
The figure below summarizes the status of the analysis of neutrino interactions.  
 
The black line reports the interactions reconstructed and the red one the events with at least 
one brick extracted. The brick extraction is the starting point of the analysis. The green 
lines report the scanning of changeable sheets: the upper curve shows the events with a CS 
scanned while the light green reports the events with a positive result after the interface 
emulsion film analysis. The blue line shows the number of located events in the brick. The 
progress in the decay search is shown in the last curve.   Currently second bricks are under 
analysis in the CS scanning facilities while all the first bricks both for events with and 
without muons in the final state have been completed. At present, 6604 events were located 
and 6148 have the decay search completed. In particular, an effort has been made in the 
last months to complete the location and decay search of events in the first brick of the 
probability map. The data sample with the analysis completed consists of: 2008 and 2009 

Brick development 
Changeable sheet scanning 

To be operated also next year 
To be operated also next year 



CS development facility underground:  
moving to a new site in hall B (top of the shielded area) CS facility - Hall B 

4 m 

Two floor barrack 
(2.5 x 12 x 2.5) * 2 
 
-  1°  control room, dark room 
-  2°  control room, dark room 
 
Temperature and humidity 
control units. 
Permanent link with water 
supply plant. 
Chemical waste plant linked  
to the barrack, external tanks  
(custom):  
 
2500 l  - water 
1500 l – fixer 
1500 l – acid solutions 
1500 l – basic solutions 
 

12 m 

5m 

4 m 

CS facility – new set-up – LNGS proposal , approved by OPERA     

Dark rooms 
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New site in preparation 
2 months stop required 

Current location of the facility Map of the new facility 



Next steps 
•  MoU for decommissioning being signed by the 

Funding Agencies: to start early next year 
•  Analysis of 2nd bricks going on 
•  Extension of the analysis to 3rd and 4th bricks 

planned (already extracted) 
•  When a decay topology is identified à10÷20 bricks 

around selected to reduce the background (discard 
muon hypothesis for primary tracks) 

•  For the candidates not identified by the end of 2014 
à store surrounding bricks before or during the 
decommissioning 

•  A new site identified with LNGS for massive brick 
storage  
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Full revision of efficiencies and 
background 

 JHEP 11 (2013) 036  
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Expected number of ντ events 
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Figure 4. Location e�ciency with the two-brick analysis (✏
loc

) vs ETT in a control sample of
data collected in 2008 and 2009 (bullets) compared with MC (histograms). The comparison is
done separately for 0µ and 1µ events. The error bars represent the systematical and statistical
uncertainties in the MC and in the data respectively.

residual di↵erence in the location e�ciency in data and Monte Carlo for the 0µ sample has

no e↵ect on the predicted signal or background events which is normalised to the number

of localised events in the data (see section 4.1).

3.4 Decay search (topological selection)

The decay search (DS) procedure is aimed at detecting the decay topologies of ⌧ leptons

produced in ⌫

CC
⌧ interactions once a vertex has been identified in the volume scan data.

The decay is defined as “short” if it happens in the same lead plate where the neutrino

interaction occurred or in the first downstream emulsion layer and as “long” if it happens

further downstream such that at least one complete micro-track is produced by the ⌧ -

lepton. About 46% of the ⌧ decays are expected to be short (43% in the first lead plate

and 3% in the first emulsion layer) while the remaining 54% are long decays happening in

the first plastic base (11%), in the second emulsion layer (2%), in the second lead plate

(25%) or further downstream (16%).

Candidate daughter tracks from short-lived particles decays are selected by requiring

their impact parameter (IP ) with respect to the reconstructed neutrino interaction vertex

to be larger than 10 µm if the depth in lead (�) is lower than 500 µm or by loosening

this requirement to IP > (5 + 0.01 ⇥ �) µm for deeper vertices. The next requirement is

that the momentum of the candidate daughter track measured from its MCS (pmcs) [64]

is larger than 1GeV/c. If the number of planes in the scanned volume is not su�cient to

estimate pmcs the angular spread S✓ of the available segments is evaluated (see [65] for a

detailed definition). If S✓ > 15 mrad in both views, the track is discarded, otherwise the

MCS measurement is extended to more plates.

A search is then performed for additional tracks (called extra-tracks) which are not

directly connected to the primary vertex: they must be detected in at least 3 films and

the distance along the z-axis between the most upstream segment and the neutrino vertex

– 10 –

Sample Selection  Expected events 
All runs 1st and 2nd bricks (MC) 3.2 
All runs 1st and 2nd bricks (data) 2.8 
Current sample 1st all runs, 2nd for 2008-09 (data) 2.1 

�m2
23 = 2.32⇥ 10�3 eV2

Current numbers based on  

Location efficiency 
Good agreement in normalization and shape for 1µ events 

Good agreement in shape for 0µ events, 
0µ data ~15% systematically lower than MC 

Improvements still not accounted for: 
Extension of the analysis to 3rd and 4th bricks in the probability map, ~ 20%   
~ 5÷10% effect due to the migration of ντ events from one τ decay channel to another, increasing signal only  

Effect mainly due to bad quality films 
In principle recoverable but lengthy à postponed   

JHEP 11 (2013) 036  

Event energy 
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Fig. 1 The muon charge ratio measured by OPERA as a function of
the vertical surface energy Eµ cosq ⇤ (black points). Our data are fit-
ted together with the L3+C [15] data (open triangles). The fit result is
shown by the continuous line. The dashed, dotted and dash-dot lines
are, respectively, the fit results with the inclusion of the RQPM [21],
QGSM [21] and VFGS [22] models for prompt muon production in the
atmosphere. The vertical inner bars denote the statistical uncertainty,
the full bars show the total uncertainty. Results from other experiments,
MINOS Near and Far Detectors [16, 17], CMS [18] and Utah [19], are
shown for comparison.

is of the order of d(log10 Eµ/GeV) ' 0.15 in a logarith-
mic scale [9]. In each bin the two polarity data sets are
combined and the obtained value is corrected for the charge
misidentification. The two contributions to the systematic
uncertainty are computed and added in quadrature. The re-
sults are shown in Fig. 1, together with data from other ex-
periments (L3+C [15], MINOS Near and Far Detectors [16,
17], CMS [18] and Utah [19]). The information for each of
the four Eµ cosq ⇤ bins are presented in Table 4: the energy
range, the most probable value of the energy distribution in
the bin, the average zenith angle, the charge ratio Rµ , the
statistical and systematic uncertainties.

Following the procedure described in [7], we fitted our
data and those from [15] (for the high and low energy re-
gions) in order to infer the fractions fp+ and fK+ . In this ap-
proach, the atmospheric charged kaon/pion production ratio
RK/p had to be fixed. For this, we took the weighted average
of experimental values reviewed in [20], RK/p = 0.127. The
fit yields fp+ = 0.5512± 0.0014 and fK+ = 0.705± 0.014,
corresponding to a muon charge ratio from pion decay Rp =
1.2281± 0.0007 and a muon charge ratio from kaon decay
RK = 2.39±0.07.

Taking into account various models for charm produc-
tion, namely RQPM [21], QGSM [21] and VFGS [22], the
positive pion and kaon fractions obtained from the fit are
unchanged within statistical errors. The results are shown in
Fig. 1. The prompt muon component does not significantly
contribute to Rµ up to Eµ cosq ⇤ <⇠ 10 TeV.

Recently, an enlightening analytic description of the muon
charge ratio considering an explicit dependence on the rel-
ative proton excess in the primary cosmic rays, d0 = (p�
n)/(p+n), was presented in [2]:

Rµ =

"
fp+

1+BpEµ cosq ⇤/ep
+

1
2 (1+aKbd0)AK/Ap

1+B+
K Eµ cosq ⇤/eK

#
(2)

⇥


1� fp+

1+BpEµ cosq ⇤/ep
+

(ZNK�/ZNK)AK/Ap
1+BKEµ cosq ⇤/eK

��1

Here p and n fluxes are defined as

p = Â
i

Zi Fi(EN); n = Â
i
(Ai �Zi)Fi(EN) (3)

where the index i runs over the primary ions (H, He, CNO,
Mg-Si, Fe) and EN is the primary nucleon energy. The con-
tributions from decays of pions and kaons are included in
the kinematic factors Ai,Bi,ei (i= p,K) described in [2, 11].
An analogous contribution from charm decay is foreseen at
high energies but still not observed. The spectrum weighted
moments Zi j [2] are contained in b and aK :

b =
1�Zpp �Zpn

1�Zpp +Zpn
; aK =

ZpK+ �ZpK�

ZpK+ +ZpK�
(4)

Isospin symmetry allows expressing the pion contribution in
terms of fp+ , where

fp+ =
1+bd0ap

2
(5)

Here ap is obtained replacing the subscript K with the sub-
script p in aK .

We extracted from the data the composition parameter
d0 and the factor ZpK+ related to the associated production
L K+ in the forward region. The ZpK+ moment is still poorly
known and its predicted value considerably differs for differ-
ent Monte Carlo codes [12, 13].

In Eq. 2 the charge ratio does not exclusively depend on
the vertical surface energy. Since the spectra of primary nu-
clei have different spectral indices, the parameter d0 depends
on the primary nucleon energy EN . In the energy range of in-
terest the approximation EN ' 10⇥Eµ can be used [2].

The correct way of taking into account the different de-
pendencies is to simultaneously fit Eq. 2 as a function of
the two variables (Eµ ,cosq ⇤). In each (Eµ ,cosq ⇤) bin the
data sets with opposite polarities are combined and R̂µ is
corrected for the charge misidentification.

The pion moments Zpp+ and Zpp� were set to the values
reported in [2], since the fraction of positive pions in the
atmosphere fp+ = 0.5512± 0.0014 derived in this work is
robust and consistent with previous measurements [16, 17]
and with the ZNp values based on fixed target data [14]. The
moment ZpK� was also set to the value given in [2], since
for K� there is no counterpart of the associated production
L K+. On the other hand K� are equally produced in K+K�

pairs by protons and neutrons (ZpK� ' ZnK� ).

6

Bin Eµ cosq ⇤ (Eµ cosq ⇤)MPV hqi Rµ dRµ (stat.) dRµ (syst.)
(GeV) (GeV) (deg) %

1 562 - 1122 1091 47.5 1.357 0.009 1.8
2 1122 - 2239 1563 42.8 1.388 0.008 0.1
3 2239 - 4467 2972 46.9 1.389 0.028 2.1
4 4467 - 8913 7586 60.0 1.40 0.16 7.1

Table 4 The charge ratio in bins of Eµ cosq ⇤. Here reported are the energy bin range, the most probable value of the energy distribution in the bin
(MPV, evaluated using the full Monte Carlo simulation described in [9]), the average zenith angle, the charge ratio and the statistical and systematic
uncertainties.
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Fig. 2 Our measurement of the muon charge ratio as a function
of the surface energy Eµ (black points). The two-dimensional fit in
(Eµ ,cosq ⇤) yields a measurement of the composition parameter d0 and
of the factor ZpK+ . The fit result is projected on the average OPERA
zenith hcosq ⇤i ' 0.7 and shown by the continuous line. Results from
other experiments, L3+C (only for 0.675 < cosq < 0.75) [15], MI-
NOS Near and Far Detectors [16, 17], CMS [18] and Utah [19], are
also shown for comparison.

A linear energy dependence in logarithmic scale of the
parameter d0 was assumed, d0 = a + b log10(EN /GeV/nu-
cleon), as suggested by direct measurements of the primary
composition and by the Polygonato model [23]. We fixed
the slope at b = �0.035 which was obtained fitting the val-
ues reported in [2].

We made a two-dimensional fit of OPERA and L3+C
data as a function of (Eµ ,cosq ⇤) to Eq. 2 with d0 and ZpK+

as free parameters. The fit yields the composition parameter
at the average energy measured by OPERA hEµi = 2 TeV
(corresponding to hENi⇡ 20 TeV/nucleon) d0(hEµi)= 0.61±
0.02 and the factor ZpK+ = 0.0086±0.0004.

The result of the fit in two variables (Eµ ,cosq ⇤) is pro-
jected on the average OPERA zenith hcosq ⇤i ' 0.7 and is
shown in Fig. 2 together with the measured charge ratio as
a function of the surface muon energy. The energy indepen-
dence of the charge ratio above the TeV supports the validity
of the Feynman scaling in the fragmentation region.

4 Conclusions

The atmospheric muon charge ratio Rµ was measured with
the complete statistics accumulated along the five years of
data taking. The combination of the two data sets collected
with opposite magnet polarities allows reaching the most ac-
curate measurement in the high energy region to date. The
underground charge ratio was evaluated separately for sin-
gle and for multiple muon events. For single muons, the in-
tegrated Rµ value is

Rµ(nµ = 1) = 1.377±0.006(stat.)+0.007
�0.001(syst.)

while for muon bundles

Rµ(nµ > 1) = 1.098±0.023(stat.)+0.015
�0.013(syst.)

The integral value and the energy dependence of the charge
ratio for single muons are compatible with the expectation
from a simple model [2, 14] which takes into account only
pion and kaon contributions to the atmospheric muon flux.
We extracted the fractions of charged pions and kaons de-
caying into positive muons, fp+ = 0.5512±0.0014 and fK+ =
0.705±0.014.

Considering the composition dependence embedded in
Eq. 2, we inferred a proton excess in the primary cosmic
rays d0 = 0.61±0.02 at the energy hENi ⇡ 20 TeV/nucleon
and a spectrum weighted moment ZpK+ = 0.0086±0.0004.

The observed behaviour of Rµ as a function of the sur-
face energy from ⇠ 1 TeV up to 20 TeV (about 200 TeV/nu-
cleon for the primary particle) shows no deviations from a
simple parametric model taking into account only pions and
kaons as muon parents, supporting the hypothesis of lim-
iting fragmentation up to primary energies/nucleon around
200 TeV.
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Cosmic-ray physics 

2

To the memory of Prof. G. Giacomelli

Abstract The OPERA detector, designed to search for nµ !
nt oscillations in the CNGS beam, is located in the under-
ground Gran Sasso laboratory, a privileged location to study
TeV-scale cosmic rays. For the analysis here presented, the
detector was used to measure the atmospheric muon charge
ratio in the TeV region. OPERA collected charge-separated
cosmic ray data between 2008 and 2012. More than 3 mil-
lion atmospheric muon events were detected and reconstruct-
ed, among which about 110000 multiple muon bundles. The
charge ratio Rµ ⌘ Nµ+/Nµ� was measured separately for
single and for multiple muon events. The analysis exploited
the inversion of the magnet polarity which was performed
on purpose during the 2012 Run. The combination of the
two data sets with opposite magnet polarities allowed min-
imizing systematic uncertainties and reaching an accurate
determination of the muon charge ratio. Data were fitted to
obtain relevant parameters on the composition of primary
cosmic rays and the associated kaon production in the for-
ward fragmentation region. In the surface energy range 1-20
TeV investigated by OPERA, Rµ is well described by a para-
metric model including only pion and kaon contributions to
the muon flux, showing no significant contribution of the
prompt component. The energy independence supports the
validity of Feynman scaling in the fragmentation region up
to 200 TeV/nucleon primary energy.

1 Introduction

Underground experiments detect the penetrating remnants
of primary cosmic ray interactions in the atmosphere, namely
muons and neutrinos. These are the decay products of charged
mesons contained in the particle cascade, mainly pions and
kaons. At very high energies also charmed particles are ex-
pected to contribute.

The muon charge ratio Rµ ⌘ Nµ+/Nµ� , defined as the
number of positive over negative charged muons, is stud-
ied since many decades. It provides an understanding of the
mechanism of multiparticle production in the atmosphere
in kinematic regions not accessible to accelerators, as well
as information on the primary cosmic ray composition. A
charge ratio larger than unity reflects the abundance of pro-
tons over heavier nuclei in the primary cosmic radiation. The
charge asymmetry is preserved in the secondary hadron pro-
duction, and consequently in the muon fluxes, due to the
steepness of the primary spectrum which enhances the for-
ward fragmentation region [1]. The kaon contribution to the
muon flux increases with the muon energy. Since the pro-

?Corresponding authors. E-mail: mauri@bo.infn.it, sioli@bo.infn.it
aNow at Kyungpook National University, Daegu, Korea.
bNow at Samsung Changwon Hospital, SKKU, Changwon, Korea.

duction of positive kaons is favoured by the associated pro-
duction LK+, the muon charge ratio is expected to rise with
energy. Assuming the hypothesis of complete scaling we ex-
pect an energy independent charge ratio above the TeV en-
ergy region at sea level [1] once the kaon contribution to the
muon flux reached its asymptotic value [2]. At higher ener-
gies, around O(100) TeV, the heavy flavor contribution, as
well as changes in the primary composition, may become
significant.

The OPERA experiment, described in detail in Ref. [3],
is a hybrid electronic detector/emulsion apparatus, located
in the underground Gran Sasso laboratory, at an average
depth of 3800 meters of water equivalent. The main physics
goal of the experiment is the first observation of neutrino
oscillations in direct appearance mode in the nµ ! nt chan-
nel [4–6]. OPERA already reported a first measurement of
the atmospheric muon charge ratio at TeV surface energies
using the 2008 Run data [7]. Here we present the final results
obtained with the complete statistics. OPERA continuously
accumulated cosmic ray data with the electronic detectors of
the target over the whole year from 2008 up to 2012. How-
ever the magnetic spectrometers were active only during the
CNGS Physics Runs, being switched off during the CNGS
winter shutdowns.

As it was done in Ref. [7], we used the momentum and
charge reconstruction obtained via the Precision Trackers
(PT) of the OPERA spectrometers [8]. Layers of vertical
drift tubes are arranged in PT stations instrumenting the two
identical dipole magnets. The momentum and charge infor-
mation is given by the angle Df in the bending plane, i.e.
the difference between the track directions reconstructed by
the two PT stations before and after each magnet arm. For
nearly horizontal muons up to four bending angles can be
measured in the two dipole magnets.

2 Data Analysis

The cosmic ray data used for this analysis were collected
during the five CNGS Physics Runs between 2008 and 2012.
In the first four years (2008-2011) the magnetic field was
directed upward in the first arm of both dipoles and in the
opposite direction in the second arm (standard polarity, SP).
In 2012 the coil currents were reversed and the spectrometer
operated in inverted polarity (IP) mode.

A pre-selection was applied in order to select only sta-
ble conditions of detector operation. Short periods with in-
creased electronic noise or with any subdetector under test
were removed, as well as periods in which the magnets were
not in nominal conditions. Details on atmospheric muon event
selection, reconstruction and analysis can be found in Refs.
[7, 9].

Measurement of TeV atmospheric  
muon charge ratio 
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Vertical surface energy 



Oscillation results 
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νµ→νe analysis 
 

4.1 GeV electron 

 ~ 40 events found in the analyzed sample 
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Figure 6. Distribution of the reconstructed energy of the νe events, and the expected spectrum
from the different sources in a stack histogram, normalized to the number of pot analysed for
this paper. Binning for the experimental data energy distribution is done according to the energy
resolution.

As the energy spectrum of the oscillated νe with large ∆m2
new (>0.1 eV2) follows the260

spectrum of νµ, which is basically vanishing above 40 GeV (see figure 1), a cut on the261

reconstructed energy is introduced. The optimal cut on the reconstructed energy in terms262

of sensitivity is found to be 30 GeV. We observe 6 events below 30 GeV (69% of the263

oscillation signal at large ∆m2
new is estimated to remain in this region), while the expected264

number of events from background is estimated to be 9.4 ± 1.3 (syst) (see table 1). Note265

that we choose to include the three-flavour oscillation induced events into the background.266

In this case, the oscillation probability does not contain the θ13 driven term.267

The 90% C.L. upper limit on sin2(2θnew) is then computed by comparing the expec-268

tation from oscillation plus backgrounds, with the observed number of events. Since we269

observed a smaller number of events than the expected background, we provide both, the270

Feldman and Cousins (F&C) confidence intervals [22] and the Bayesian bounds, setting a271

prior to zero in the unphysical region and to a constant in the physical region [23]. Un-272

certainties of the background were incorporated using prescriptions provided in [15]. The273

results obtained from the two methods for the different C.L. are reported in table 2. We274

also quote our sensitivity calculated assuming 9 observed events (integer number closest to275

the expected background).276

Given the underfluctuation of the data, the curve with the Bayesian upper limit was277

chosen for the exclusion plot shown in figure 7. For convenience, results from the other278

experiments, working at different L/E regimes, are also reported in this figure. For large279

∆m2
new values the OPERA 90% upper limit on sin2(2θnew) reaches the value 7.2 × 10−3,280

while the sensitivity corresponding to the pot used for this analysis is 10.4× 10−3.281

– 8 –

24/06/14	   Giovanni	  De	  Lellis,	  SPSC	  June	  14	  

Non-standard oscillations ���
(2008-2009 runs only)	


Caveat: experiments with  
different L/E values 

Energy cut 20 GeV 30 GeV No cut

BG common to BG (a) from π0 0.2 0.2 0.2
both analyses BG (b) from τ → e 0.2 0.3 0.3

νe beam contamination 4.2 7.7 19.4

Total expected BG in 3-flavour oscillation analysis 4.6 8.2 19.8

BG to non-standard νe via 3-flavour oscillation 1.0 1.3 1.4
oscillation analysis only

Total expected BG in non-standard oscillation analysis 5.6 9.4 21.3

Data 4 6 19

Table 1. Expected and observed number of events for the different energy cuts.

4.2 Three-flavour mixing scenario232

A non-zero θ13 has recently been reported by several experiments [17–20]. Provided the233

following oscillation parameters [15] : sin2(2θ13) = 0.098, sin2(2θ23) = 1, ∆m2
32 = ∆m2

31 =234

2.32 × 10−3 eV2, δCP = 0 and neglecting matter effects, 1.4 oscillated νe CC events are235

expected to be detected in the whole energy range.236

Figure 6 shows the reconstructed energy distribution of the 19 νe candidates, compared237

with the expected reconstructed energy spectra from the νe beam contamination, the os-238

cillated νe from the three-flavour oscillation and the background (a) and (b), normalized239

to the pot analysed for this paper. To increase the signal to background ratio a cut E < 20240

GeV is applied on the reconstructed energy of the event, which provides the best figure of241

merit on the sensitivity to θ13. Within this cut, 4.2 events from νe beam contamination242

and 0.4 events from the backgrounds (a) and (b) are expected, while 4 events are observed.243

The numbers are summarized in table 1. The number of observed events is compatible244

with the non-oscillation hypothesis and an upper limit sin2(2θ13)< 0.44 is derived at the245

90% Confidence Level (C.L.).246

4.3 Non-standard oscillations247

Beyond the three-neutrino paradigm, some possible hints for non-standard effects have248

been reported, in particular by the LSND and MiniBooNE experiments. We have used249

OPERA data to set an upper limit on non-standard νµ → νe oscillations.250

We used the conventional approach of expressing the νµ → νe oscillation probability251

in the one mass scale dominance approximation, given by the following formula with new252

oscillation parameters θnew and ∆m2
new :253

Pνµ→νe = sin2(2θnew) · sin2(1.27∆m2
newL(km)/E(GeV))

Note however that this approach does not allow a direct comparison between experiments254

working in different L/E regimes [21].255

The νµ flux at the detector, normalized to the integrated statistics used in our anal-256

ysis, is weighted by the oscillation probability, by the CC cross-section and by the energy257

dependent detection efficiency, to obtain the number of νe CC events expected from this258

oscillation.259
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Upper limit Sensitivity
C.L. F&C Bayes F&C Bayes

Number of oscillated 90% 3.1 4.5 6.1 6.5
νe events 95% 4.3 5.7 7.8 7.9

99% 6.7 8.2 10.7 10.9
sin2(2θnew) at 90% 5.0×10−3 7.2×10−3 9.7×10−3 10.4×10−3

large ∆m2 95% 6.9×10−3 9.1×10−3 12.4×10−3 12.7×10−3

99% 10.6×10−3 13.1×10−3 17.1×10−3 17.4×10−3

Table 2: Upper limits on the number of oscillated νe CC events and the
sin2(2θnew), by F&C and Bayesian method, for C.L. 90%, 95%, 99%. The
sensitivity is computed assuming we observed 9 events, which is a most closest
integer from the expected background 9.4.

)newθ(22sin
-310 -210 -110 1

)2
 (e

V
ne

w
2

m
Δ

-210

-110

1

10

210 LSND 90% C.L.
LSND 99% C.L.
KARMEN 90% C.L.
NOMAD 90% C.L.
BUGEY 90% C.L.
CHOOZ 90% C.L.
MiniBooNE 90% C.L.
MiniBooNE 99% C.L.
ICARUS 90% C.L. (F&C)
OPERA 90% C.L. (Bayesian)

Figure 8: The upper limit set by this analysis using Bayesian method, to-
gether with the other limits from KARMEN(νµ → νe [19]), BUGEY (νe

disappearance [20]), CHOOZ (νe disappearance [21]), NOMAD (νµ → νe
[22]) and ICARUS (νµ → νe [7], using F&C method). Also shown are the
regions corresponding to the positive indications reported by LSND (νµ → νe

[5]) and MiniBooNE (νµ → νe and νµ → νe [6]).
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OPERA limit at large Δm2, sin2(2θnew) < 7.2 x 10-3 (Bayesian)   
New ICARUS limit at large Δm2, sin2(2θnew) < 6.8 x 10-3 (F&C) EPJ C73 (2013) 2599    	  



νµ→ντ analysis 
	  

•  2008-2009 runs without any kinematical selection 
•  Slower analysis speed  (signal/noise not optimal) 
•  Good data/MC agreement demonstrated 
•  àApply kinematical selection (p < 15 GeV µ 

momentum cut) for 2010, 2011 and 2012 runs 
•  Prioritize the analysis of the most probable brick 

for all the events: optimal ratio between efficiency 
and analysis time. Then analyse the second, and 
3rd and 4th ones 
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The first tau neutrino candidate event 

24/06/14	  

τ−→ρ− ντ	

      ρ−→π0 π-	

                       π0 → γ γ	
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Physics Letters B691 (2010) 138  
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Kinematical variables. All cuts passed: τ àh  candidate	  

Kink angle (mrad) 41 ± 2 

decay length (µm) 1335 ± 35 
Φ (degrees) 173±2 

Physics Letters B691 (2010) 138 

P2ry(GeV/c) 12+6
 

Ptmiss (MeV/c) 570+320
 

Pt2ry (MeV/c) 470+240
 

-3	  

-170	  

-120	  



anima2on	 Second　ντ	 Candidate	  Event	  	

2000 µm	
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Journal of High Energy Physics 11 (2013) 036  



Kinematical variables. All cuts passed: τ à3h  candidate	  
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Average kink angle (mrad) 87.4 ± 1.5 

ϕ (degrees) 167.8±1.1 

Decay length (µm) 1466±10 

P2ry(GeV/c) 8.4±1.7 

Ptmiss (MeV/c) 310±110 

M (GeV/c2) 0.80±0.12 

Journal of High Energy Physics 11 (2013) 036  



Third tau neutrino event taken on May 2nd 2012  
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2.8 GeV µ   

18	  



Third tau neutrino event 
τ àµ 	  
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µm 
19	  

PHYSICAL REVIEW D 89 (2014) 051102(R)  



Kinematical variables. All cuts passed: τ àµ  candidate	  
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Kink angle (mrad) 245 ± 5 

decay length (µm) 376 ± 10 
Pµ (GeV/c) 2.8±0.2 
Pt (MeV/c) 690±50 
ϕ (degrees) 154.5 ± 1.5 PHYSICAL REVIEW D 89 (2014) 051102(R)  



Fourth tau neutrino event taken in September 2012	
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Analysis of interface emulsion films 
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Signal of e.m. shower 



Schematic view of the event topology 

24/06/14	   Giovanni	  De	  Lellis,	  SPSC	  June	  14	   23	  



Event topology	

24	

Side view	 Beam view	
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~8.4mm 

kink point 

Search for nuclear fragments 
in an extended angular range |tanθ|< 3.5 
No track found 



Event topology	

25	
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Track features	
First  

measurement 	
Second  

measurement	
 Average	

Track ID	 Particle ID	 Slopes	 Slopes	 Slopes	 P (GeV/c)	
1ry	 1 parent	 τ	 -0.143, 0.026	 -0.145, 0.014	 -0.144, 0.020	 -	

2	 Hadron 
(Range)	

-0.044, 0.082	 -0.047, 0.073	 -0.046, 0.078	 1.9 [1.7, 2.2]	

3	 Hadron 
(interact)	

0.122, 0.149	  0.139, 0.143	 0.131, 0.146	 1.1 [1.0, 1.2]	

4	 proton	 -0.083, 0.348	 -0.080, 0.355	 -0.082, 0.352	 0.7 [0.6, 0.8] 
 pβ = 0.4 [0.3, 0.5]	

γ1	 e-pair	 -0.229, 0.068	 -0.238, 0.055	 -0.234, 0.062 0.7 [0.6, 0.9]	

γ2	 e-pair	 0.111, -0.014	  0.115,-0.034	 0.113,-0.024	 4.0 [2.6, 8.7]	

2ry daughter Hadron 
(Range) 

-0.084, 0.148	 -0.091, 0.145	 -0.088, 0.147	 6.0 [4.8, 8.2]	

26	24/06/14	   Giovanni	  De	  Lellis,	  SPSC	  June	  14	  

ΔZ (µm)	 δθRM (mrad)	 IP (µm)	 IP Resolution  (µm)	 Attachment	

γ1	 To 1ry	 676	 21.9	 2	 8	 OK	

γ2	 To 1ry	 7176	 9.2	 33	 43	 OK	

To 2ry	 6124	 9.2	 267	 36	 Excluded	

Not a single π0	

M = 0.59+0.20
�0.15 GeV/c2
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Track follow-down: a powerful tool to assess the muon-
less nature of the event 

X(cm) 

Z(cm) 



Follow-down all tracks in downstream bricks	  
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Daughter track 
Track2 (1ry) 
Track3 (1ry) 
Track4 (1ry) 

Y (cm) 

X (cm) 

Transverse plane 

CS analysis 

•  3 primary tracks to discard the charm hypothesis 
•  kink daughter to identify the τ decay channel 	  

One rectangle: 
brick front size 
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Track follow-down: primary track n. 2 

X (cm) 

Y (cm) Track 2 followed-down along 10 bricks 

Average loss of 62±49 MeV/brick 
Transverse plane 

Most downstream brick 



Track n. 2 follow-down 
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Z (cm)400 500 600 700 800

X 
(c

m
)

-350

-300

-250

2

X(cm) 

Z(cm) 

Neutrino vertex 

Last measured track in emulsion 

Extrapolation from the last  
measured emulsion track 

No hits in the RPC’s 



J
H
E
P
1
1
(
2
0
1
3
)
0
3
6

variable ⌧ ! 1h ⌧ ! 3h ⌧ ! µ ⌧ ! e

lepton-tag No µ or e at the primary vertex

z

dec

(µm) [44, 2600] < 2600 [44, 2600] < 2600

p

miss

T (GeV/c) < 1? < 1? / /

�lH (rad) > ⇡/2? > ⇡/2? / /

p

2ry
T (GeV/c) > 0.6(0.3)* / > 0.25 > 0.1

p

2ry (GeV/c) > 2 > 3 > 1 and < 15 > 1 and < 15

✓

kink

(mrad) > 20 < 500 > 20 > 20

m,m

min

(GeV/c2) / > 0.5 and < 2 / /

Table 3. Kinematic selection. The meaning of the variables is defined in the text. The cut on p

2ry
T

for the 1-prong hadronic decay is set at 0.3GeV/c in the presence of � particles associated to the
decay vertex and to 0.6 otherwise. Cuts marked with a ? are not applied in the case of a QE event.
Only long decays are considered for the ⌧ ! µ and ⌧ ! h channels due to a large background
component in short decays from charmed particles and hadronic re-interactions respectively.

TFDD
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

a.
u.

0

0.02
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0.08
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0.16

0.18

0.2

0.22

0.24

Hadrons

Muons

Figure 6. MC distributions of the D

TFD

variable (section 3.6) used to combine the information
on momentum and range to separate muons from hadrons. The red (gray) histograms refers to
genuine muons (hadrons). The vertical line denotes the used cut.

background in the hadronic channels due to hadron re-interactions in ⌫

CC
µ events where

the electronic detectors alone do not allow the primary µ to be identified unambiguously.

Momentum-range correlations are characterised by a discriminating variable defined

as: D
TFD

= L
R(p)

⇢
h⇢i where L is the track length, R(p) is the range in lead of a muon with

momentum p, h⇢i is the average density along the path and ⇢ is the lead density. The MC

distributions of D
TFD

for hadrons and muons are reported in figure 6. If D
TFD

> 0.8 the

track is classified as a muon. Among all the criteria used to separate muons from hadrons,

momentum-range correlations and energy loss close to the stopping point, are those having

a lower purity in the muon-tagging. For this reason, TLD tracks which are classified by the

TFD as hadrons only by one of the above criteria are not included in the calculation of �lH .
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Measured length x density, Lρ  
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Lρ = 604 g/cm2  (<660 g/cm2)  

track value 

Last measured   
emulsion segment 

D =
L

Rlead(p)

⇢average
⇢lead

= 0.40+0.04
�0.05

 track lenght (TT+RPC planes) 
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 e
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•  Prob. for a µ to cross ≤ 12 planes ~ 0.4% 
•  Prob. for a π to cross ≥ 12 planes ~ 9.2%   

track value 

Cut value 

Cut value 

P = 1.9+0.3
�0.2 GeV/c

Muon hypothesis rejected  

Additional check:  
Generate π and µ tracks originating in the same  
position as the observed event with momenta  

à Confirm the rejection of the muon hypothesis 
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Track follow-down: primary track n. 3	
Track 3 found down to the CS of the 2nd brick 
P = 1.1 GeV/c at 2nd brick 
 
A vertex found near its predicted position in the  
3rd downstream brick	

y	  

x	  

~3mm	
T3	  predic2on	  

track3-‐1	  

track3-‐2	  

(Δx, Δy) = (101, -735) µm 
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Interaction detected 
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Track follow-down: primary track n. 4	

33	

From the ionization, the proton hypothesis is made 
Pβ ~ 0.4, (P = 0.7 assuming proton mass) 

x	  

y	  

1st	  brick	  

2nd	  	  brick	  

3rd	  brick	  entrance	  predic2on	  

Track path of 77.8 mm lead, Range/Mass ~ 94 g cm-2 GeV-1 

Expected Range/Mass from measured momentum ~ 70 [45-100] g cm-2 GeV-1 
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Track confirmed in the  
CS of the 2nd brick 

Consistent with the proton hypothesis 
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Kink daughter track	

The track in the CS of the most downstream brick 
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Sign of interaction 

P = 6.0+2.0
 GeV/c	  

Range/momentum à hadron 

D =
L

Rlead(p)

⇢average
⇢lead

= 0.15

-1.2	  



Kinematical variables	
Transverse plane	

It passes all the kinematical cuts	
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γ-ray 2 is (0.59+0.20
−0.15) GeV/c2, indicating that they are not the decay products of the same181

π0.182
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Fig. 4 The τ direction (red

arrow) and the other primary par-

ticles (black arrows) in the plane

transverse to the beam. The blue

arrow shows the vectorial sum of

the primary particles except the

parent.

Variable Selection Measured value

θkink (mrad) > 20 137± 4

zdec (µm) < 2600 406± 30

p2ry (GeV/c) > 2 6.0+2.2
−1.2

p2ryT (GeV/c) > 0.6 (0.3∗) 0.82+0.30
−0.16

pmiss
T (GeV/c) < 1 0.55+0.30

−0.20

∆φτH (degrees) > 90 166+2
−31

Table 2 Selection criteria for ντ interaction search

in the τ → 1h decay channel and the values measured

for the fourth ντ candidate event. Cut marked with
∗ is applied if there is at least one γ-ray originating

from the decay vertex.

The momentum of the daughter track (p2ry) is (6.0
+2.2
−1.2) GeV/c, well above the cut value of 2183

GeV/c [13]. The transverse momentum (p2ryT ) at the secondary vertex is (0.82+0.30
−0.16) GeV/c,184

which is above the lower cut of 0.6 GeV/c. The missing transverse momentum at the primary185

vertex (pmiss
T ) is (0.55+0.30

−0.20) GeV/c, thus below the maximum allowed value which is set at186

1 GeV/c. As shown in Fig. 4, the angle between the τ candidate direction and the sum of187

the transverse momenta of the other primary particles (∆φτH) is (166+2
−31) degrees, largely188

above the lower cut at 90 degrees. The values of the kinematical variables for this event are189

summarised in Table 2. The Monte Carlo distributions of the variables and the measured190

values are shown in Fig. 5. The measured values are well within the expected signal region.191

Results. The estimated signal and background for the observation of ντ candidates in the192

data sample analysed in this paper are obtained as described in [13] and summarised in Table193

3. The systematic uncertainties are estimated to be 20% on the signal, 20% on the charm194

background, 30% on the hadronic background and 50% on the large-angle muon scattering195

background. A total of (2.11 ± 0.42) ντ signal in all decay channels is expected using ∆m2
23196

= 2.32 × 10−3 eV2 and sin2 2θ23 = 1. The total expected background for the sample is (0.233197

± 0.041) events.198

Four ντ candidate events have been detected in the analysed samples: two in the τ → 1h199

decay channel, one in τ → 3h and one in τ → µ [2, 5, 13]. The values of psum measured for200

the four events are compatible with the corresponding signal Monte Carlo distribution as201

shown in Fig. 6.202
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Kinematical variables: all cuts passed. τ à h channel	

Kink angle (rad)
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Visible energy of all the candidates 
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3rd candidate 

2nd candidate 4th candidate 

1st candidate 

Sum of the momenta of charged particles and γ’s measured in emulsion  



Control sample and background 
studies 
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6

Table 1 Decay search efficiencies for the different charmed hadrons. Statistical and systematic errors are summed in quadrature.

Decay search efficiency
Particle Short topology Long topology Combined

D0 0.22 ±0.02 0.65 ±0.05 0.39 ±0.04
D+ 0.20 ±0.05 0.41 ±0.09 0.28 ±0.05
D+

s 0.18 ±0.09 0.56 ±0.30 0.33 ±0.13
L+

c 0.10 ±0.02 0.62 ±0.16 0.31 ±0.07

Table 2 Summary of expected charm and background events compared to observed events. Statistical and systematic errors are summed in
quadrature.

Events
Decay topology Expected Expected Expected Observed

charm background total
1-prong 21 ±2 9 ±3 30 ±4 19
2-prong 14 ±1 4 ±1 18 ±2 22
3-prong 4 ±1 1.0 ±0.3 5 ±1 5
4-prong 0.9 ±0.2 - 0.9 ±0.2 4
Total 40 ±3 14 ±3 54 ±4 50

improvement of the order of a few percent only coming from
the procedure described in Section 3.3 for long decays.

The breakdown of the charm detection efficiencies
obtained for the different charmed particles is reported in
Table 1.

The global decay search efficiencies are estimated to
be eshort = 0.18 ± 0.02(stat) ± 0.01(syst) and elong =
0.58 ±0.07(stat)±0.03(syst) for short and long topologies
respectively. By taking into account the fractions of
short and long decays for the charmed species, an
overall efficiency etotal = 0.34 ± 0.04(stat) ± 0.01(syst) is
obtained.

A detailed comparison between experimental data and
MC expectations is reported in Table 2. The number of
observed events showing a topology compatible with that
of a nµ CC interaction with production and decay of a
charmed hadron is compared to the expected charm yield
and the estimated background for different values of the
reconstructed charged particle multiplicity at the secondary
vertex.

The systematic uncertainties taken into account in the
computation, summed in quadrature with the statistical
errors in the table, arise from the knowledge of the charm
production cross-section, the fragmentation fractions and
the branching ratios of the charmed particles in the different
decay channels.

The table includes migration among decay modes. As
an example, for 1-prong short decays only about 30% of
the expected charm events show a genuine topology, about
68% of the migrated events being due to the D0 meson.
The main factors determining a decrease in the observed
decay multiplicity with respect to the true multiplicity are

found to be the decay search procedure cuts, the tracking
inefficiency that can prevent the reconstruction and/or the
selection of daughter tracks and the angular acceptance
of the volume scan5. In particular, for short topologies,
daughter tracks showing impact parameters with respect to
the neutrino interaction vertex smaller than 10 µm can be
wrongly attached to it. An increase in the reconstructed
decay multiplicity can be also observed in a small fraction
of events where particles directly attached to the neutrino
interaction vertex can be wrongly associated to short decay
daughters.

In total, (40 ± 3) charm and (14 ± 3) background
events are expected in the analysed sample, while 50 decay
candidate events are observed.

Hadronic re-interactions constitute the main source of
background (about 87% of the total). The decays of strange
particles mostly contribute to the 2-prong topology.

Figure 2 shows an example of a reconstructed nµ CC
interaction recorded in the run 2008 with a candidate D0

particle in the final state decaying in 4 prongs after a
distance of about 310 µm. The muon track and the candidate
charmed meson form an angle of about 170� in the plane
transverse to the neutrino direction, thus lying in a back-
to-back configuration as expected for charm production.
The minimum invariant mass [12] is estimated to be 1.7±
0.4GeV/c2 and is consistent with that of the D0 particle.

Observed candidate charm events are compared to MC
expectations for signal and background in Figures 3 and 4.

5For nt candidates, dedicated measurements are applied to avoid
migration effects, e.g. the angular acceptance in the volume-scan is
extended from 0.6rad to 1rad.
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Fig. 3 Shape comparison between observed nµ CC interactions with candidate charm decays and MC expectations. Left: distribution of the decay
length of the candidate charmed particles. Right: distribution of the angle between the candidate charmed particle and the primary muon in the n
transverse plane. The expected background contribution is also shown (stacked histogram).
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Fig. 4 Shape comparison between observed nµ CC interactions with candidate charm decays and MC expectations. Left: distribution of the impact
parameters of the candidate charm daughter particles with respect to the neutrino interaction vertex. Right: distribution of muon momentum. The
expected background contribution is also shown (stacked histogram).
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Fig. 5 Visible energy distribution for observed nµ CC interactions with candidate charm decays and MC expectations.
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Fig. 5 Visible energy distribution for observed nµ CC interactions with candidate charm decays and MC expectations.

Good agreement both in normalization and in shape 

arXiv:1404.4357, being published on EPJC 
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Background studies: hadronic interactions 
Comparison of large data sample (π- beam test at CERN) with Fluka simulation: 
check the agreement and estimate the systematic error of simulation 

Black : π- beam data 
Red : MC (FLUKA) simulation	 

Track length analysed in the brick:  2 GeV/c : 8.5 m, 4 GeV/c : 12.6 m, 10 GeV/c : 38.5 m  
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�Nuclear fragments are a clear proof of 
hadron interaction 

�To reduce and quantify the hadron 
interaction kink B.G. 

  Æincrease  QW sensitivity (WÆhadron） 

hadron 

Backward fragment track 

B071713 

2 

Interaction rate 



10 GeV/c 

Secondary track emission 
10GeV/c	 4GeV/c	 2GeV/c	 

Multiplicity	 

Kink angle (1-prong)	 
Error bars : Experimental  data 
Histogram : Simulated data	 

Giovanni	  De	  Lellis,	  SPSC	  June	  14	
Good agreement within the statistical error: systematic error reduced to 30%	 
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Nuclear fragments emission probability	 

Black : experimental data 
Red : simulated data (β = p/E = 0.7) 

Giovanni	  De	  Lellis,	  SPSC	  June	  14	

It provides additional background reduction. 
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h	

   Nuclear  
Fragments 

ν	
NC	

h	

Highly ionizing fragments 



4GeV/c	 2GeV/c	 
Multiplicity	 

Emission angle(cos θ)	 

10GeV/c	 

Nuclear fragments in 1 and 3 prong interactions	 

MC: β < 0.7	

Forward	 Backward	 Forward	 Backward	 Forward	 Backward	 

Error bars : experiment 
Histogram : simulation	 

Giovanni	  De	  Lellis,	  SPSC	  June	  14	
Agreement within the statistical error: systematic error is 10%.	 
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Results

FLUKA, Andrey

 • GEANT4 Lewis-Urban

     GEANT4 Wentzel single scattering

Geant321+NOMAD corr.

FLUKA	  

Large angle µ scattering 
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Rate in lead (10-6) and less in emulsion/base. No measurements except 
an upper limit: S.A. Akimenko et al., NIM A423 (1986) 518 (< 10-5 in lead). 10-5 rate used 

Plan to revise this number by an experimental measurement with emulsion 

LEAD 

EMULSION 
PLASTIC 



Significance of the ντ appearance 
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Data sample: 
2008/09 runs: 398 0µ + 1553 1µ events 
2010/11/12 runs: 582 0µ + 2153 1µ events 

Two statistical methods: 
•  Fisher combination of single channel p-value 
•  Likelihood ratio  
  p-value = 1.03 x 10-5 

n0µ(⇤CC
� ) =

⌦
⌅(⇤CC

� )
↵

D
⌅(⇤CC

µ )
E

⌦
⇥0µ(⇤CC

� )
↵

⌦
⇥0µ(⇤CC

� )
↵
+ �

⌦
⇥0µ(⇤NC

� )
↵ n0µ

The expected signal and background is normalized to the number of analysed events   

� =
NC

CC

Non oscillation excluded at 4.2σ C.L. à observation of ντ appearance   

Decay Expected Expected background
channel signal Observed Total Charm Hadronic Large-angle

decays re-interactions muon scattering
τ → 1h 0.41 ± 0.08 2 0.033 ± 0.006 0.015 ± 0.003 0.018 ± 0.005 /
τ → 3h 0.57 ± 0.11 1 0.155 ± 0.030 0.152 ± 0.030 0.002 ± 0.001 /
τ → µ 0.52 ± 0.10 1 0.018 ± 0.007 0.003 ± 0.001 / 0.014 ± 0.007
τ → e 0.62 ± 0.12 0 0.027 ± 0.005 0.027 ± 0.005 / /
Total 2.11 ± 0.42 4 0.233 ± 0.041 0.198 ± 0.040 0.021 ± 0.006 0.014 ± 0.007

Table 3 Estimated signal and background for the analysed sample and the number of

observed events.

The significance of the observation of the four ντ candidate events is estimated by considering203

the confidence for excluding the null hypothesis. Individual p-values of the τ decay channels204

are combined independently according to the Fisher’s rule into an estimator p∗ = php3hpµpe205

[18, 19]. In order to take into account the systematic uncertainties of the backgrounds, 100206

sets of randomised backgrounds are generated. A mean p-value of 1.24 × 10−5 is obtained207

by Monte Carlo calculation of the tail probability corresponding to the observed value of p∗.208

The absence of signal can be excluded with a significance of 4.2σ.209

Alternatively a hypothesis test employing a likelihood-based approach [20] was performed.210

The likelihood function is L(µ) =
∏4

i=1 e
−(µsi+bi)(µsi + bi)ni/ni!. The index i runs over decay211

channels, the parameter µ determines the strength of the signal process (µ = 0 corre-212

sponds to the background-only hypothesis), si and bi are the numbers of expected signal and213

background events, ni the number of observed events. The systematic uncertainties of the214

backgrounds were taken into account in a similar way as above. A p-value of 1.03 × 10−5
215

corresponding to a significance of 4.2σ for the exclusion of the null hypothesis is obtained.216

Given the 4 observed events and the expected background of (0.233 ± 0.041) events, the217

confidence interval of ∆m2
23 is estimated with the Feldman-Cousins method [21], assum-218

ing maximal mixing. The systematic uncertainties of signal and background are taken into219

account to marginalise the likelihood function used for the ordering principle. The 90% confi-220

dence interval of ∆m2
23 is [1.8, 5.0] × 10−3 eV2. An alternative analysis employing a Bayesian221

approach [1] with a flat prior on ∆m2
23 was performed. The credible interval of ∆m2

23 is [1.9,222

5.0] × 10−3 eV2. More precise measurements of other experiments [22–27] are within these223

intervals.224

Conclusions and prospects. A new ντ candidate event, with τ decaying into a hadron,225

found after adding an extended data sample is reported. Given the analysed sample, νµ → ντ226

oscillations are established at the 4.2σ level. The search for events, not found in the most227

probable bricks in the 2010-2012 runs, is being extended to the second most probable bricks228

for future results.229
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First measurement of Δm2
32 with ντ appearance  
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OPERA Preliminary (tau appearance) 
ANTARES (atm. neutrino) 

MINOS (anti-neutrino) 
MINOS (anti-nu atmospheric) 

MINOS (nu atmospheric) 
MINOS (atmospheric) 

T2K 

MINOS (2ν, maximal mixing) PDG 

dependent on Δm2 à measure Δm2 with counting experiment 

OPERA Off-peak  
L/<E> ~ 43 Km/GeV 

(L/<E>)peak ~ 500 Km/GeV 

90% CL intervals assuming sin2(2θ23) = 1 
 
Feldman & Cousin:  

  [1.8 – 5] x 10-3 eV2  
Bayesian: 

  [1.9 – 5] x 10-3 eV2  
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Sterile neutrinos 
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�ij =
�m2

ijL

2E
Tau appearance in presence of a sterile neutrino (3+1)   

Solar driven oscillation 
neglected Δ21 ~ 0 
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Figure 5. Constraints in the plane of |Uµ4|2 and |U�4|2 for three fixed values of �m2
41 from MINOS

CC + NC data (green), atmospheric neutrinos (orange), CDHS + MiniBooNE
(–)

⇤ µ disappearance +
LBL reactors (red), and the combination of those data (blue). The constraint from solar neutrinos is
shown in magenta. Regions are shown at 90% and 99% CL (2 dof) with respect to the ⌅2 minimum
at the fixed �m2

41. We minimize with respect to complex phases and include e⇥ects of ⇥13 and ⇥14
where relevant. The gray region is excluded by the unitarity requirement |Uµ4|2 + |U�4|2 ⇥ 1. Note
the di⇥erent scale on the axes.

as MINOS data, thanks to the NC matter e⇥ect and SNO NC data. No relevant limit can
be set on |Uµ4|2 from solar neutrinos.

5 ⌫µ ⇤ ⌫e and ⌫̄µ ⇤ ⌫̄e appearance searches

Now we move on to the discussion of appearance searches. In contrast to disappearance
experiments which probe only one row of the mixing matrix, i.e., only the elements |U�i|
for fixed �, an appearance experiment in the channel

(–)

⇤ � ⇤
(–)

⇤ ⇥ is sensitive to two rows via
combinations like |U�iU⇥i| and potentially to some complex phases. In the SBL approxi-
mation the 3+1 appearance probability in the phenomenologically most relevant channel
(–)

⇤ µ ⇤
(–)

⇤ e takes the form

P SBL,3+1
(–)

⇤ µ�
(–)

⇤ e

= 4|Uµ4Ue4|2 sin2
�m2

41L

4E
= sin2 2⇥µe sin

2 �m2
41L

4E
, (5.1)

where we have defined an e⇥ective mixing angle by

sin2 2⇥µe � 4|Uµ4Ue4|2 . (5.2)

In the parametrization from Eq. (2.6) we obtain sin 2⇥µe = sin ⇥24 sin 2⇥14. The oscillation
probability in the 3+2 scheme is given in Eq. (2.1). The 3+1 SBL appearance probability
does not depend on complex phases, whereas in the 3+2 scheme CP violation via complex
phases is possible at SBL [33, 60].

Our analyses of LSND [12], KARMEN [118], NOMAD [119]
(–)

⇤ µ ⇤
(–)

⇤ e appearance
data are based on [33, 79, 120], where references and technical details can be found. Our
analyses of E776 [40] and ICARUS [41], used for the first time in the present paper, are
described in appendices E.2 and E.3, respectively.6 In the case of LSND, we use only the

6Recently also the OPERA experiment presented results from a �µ � �e appearance search [121]. The
obtained limit is comparable to the one from ICARUS [41].
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Complementary 
measurement w.r.t. 
disappearance experiments   

�m2
32 = 2.32 ⇥ 10�3eV 2

|Uµ4|2

|U⌧4|2



Sterile neutrinos 
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Δ21 ~ 0 (solar oscillation) 
s14 ~ 0 (reactor anomaly)  

 à δ1 = 0 U = R34(⇥34)R24(⇥24,�2)R14(⇥14)R23(⇥23)R13(⇥13, �1)R12(⇥12, �3)

Choosing a particular representation 

68% CL 
90% CL  
95% CL P

R
E

LI
M

IN
A

R
Y 

OPERA preliminary 
•  CHORUS 
•  NOMAD 

P = sin2
(2✓µ⌧ )sin2

(1.27�m2
41L/E)

good approximation for �2 = 0

4 observed events and a background of 2.3± 0.4 events

! upper limit of 6.6 events at 90% CL for extra ⌫⌧
! sin2

(2✓µ⌧ ) < 0.082



First observation of νµ ! ντ 
 in appearance mode 

•  Four candidates reported in the analysed sample 
•  4.2σ significance 
•  First measurement of Δm2 in appearance mode: [1.8 – 5.0] x 10-3 

eV2 (90% CL) 
•   Paper being submitted 
•  Constraints on sterile neutrinos: first limits on |Uτ4|2 from direct 

measurement of νµ → ντ oscillations 

 
       Outlook  

•  ντ search being extended to the other bricks of the probability map 
•  Improvements in the statistical analysis 
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Thank	  you	  for	  your	  aUen2on	  


