
Enabling Grids for E-sciencE

Failover of Ops Tools Updates

• GOCDB
– DB replica DONE:p

Oracle Materialized Views: daily refresh (definitive frequency TBD)
Tested: produced a TOP-BDII site list, identical to the one from RAL 
DBDB

– TODO:
ITWM backup web front-end to be connected with backup DBITWM backup web front-end to be connected with backup DB
Test LDAP connection strings: to be widely used by GOCDB 
customers, to transparently trigger the switch from master to replica

– Thanks to Osman@IN2P3 and Keir@RAL for Materialized Views 
and LDAP idea

CIC P t l• CIC Portal
– Expolit GOCDB experience for CIC Portal DB, as discussed with 

Gilles at last COD meeting
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Enabling Grids for E-sciencE

Failover of Ops Tools Future

• Main missing points
– Gridops.org:

Automatization of switch mechanism
Definition of when the switch should happen (for every different tool)
Definition of new views of the tools through gridops org (e g CICDefinition of new views of the tools through gridops.org (e.g. CIC 
portal + GOCDB)

– Coordination between Oracle based tools, and their customers, to 
ffi i t t i t d li ( LDAP?)use an efficient access to instances and replicas (see LDAP?)

• Future, towards EGI
Tools local to NGIs: failover/availability is delegated locally– Tools local to NGIs: failover/availability is delegated locally

– Some failover activity could remain, maybe taking care of:
Failover of tools that are still centrally providedy
Some coordination of interactions between central tools and NGI 
tools
Both to be defined probably with OAT
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