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CERNTopicsTopics

• Deployment Status
• Status of preparation for LCG-2
• Storage access – comments

– see J-P Baud

• Experiment sw installation
• Status of RLS discussions, POOL port
• Installation/packaging
• SW maintenance/ Build system for 2004
• Local integrations
• Support issues
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CERNDeployment StatusDeployment Status

• Tier 1’s
– BNL, CERN, CNAF, FNAL, FZK, Moscow, PIC, RAL, Taipei, Tokyo
– IN2P3-Lyon is installed but not online

• Tier 2’s
– PIC supports:

• IFIC-Valencia, CIEMAT-Madrid, UAM-Madrid, USC, UB, (IFCA)
– FZK supports:

• Krakow
– RAL supports:

• (Cambridge), (Imperial)
– No Tier 1 support yet:

• Budapest, Prague

– Still expect by end of year: Italian Tier 2’s, 1 more UK?

• Problems with mis-configurations on sites
– Currently biggest problem in getting experiments going productively
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CERNPreparation for LCGPreparation for LCG--22

• On track for end of November release
• But:

– Many new problems in EDG sw – re-introduced, unexpected changes
– Big effort now to resolve all these – pull in WP1,2 developers

• AND:
– Next 2 weeks of reviews WILL disturb this progress

• Comment on middleware:
– RLI will be deployed as and when we have been able to test

• Will not be in initial release – was not ready in time (and other WP2 changes 
caused re-do of basic certification!)

– R-GMA – when it is stable we would like to deploy as independent 
package for monitoring

• Is unlikely to happen until early 2004
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CERNAccess to StorageAccess to Storage
• Group very active – lots of interactions
• This is major missing functionality

– 2 uses – via GFAL, or direct via replica manager tools 
• Approach incrementally:

– Tape:
• Guarantee access to tape initially at CERN, FNAL
• Add asap existing Castor, dCache installations:

– CNAF, PIC (+ other IT, ES sites?), FZK
– For Castor this means deploying SRM interface

• If EDG SE shown to work at RAL (debugging SRM)
• Test HPSS installations (either via SE or LBNL SRM)

– For disk:
• Aim for SRM compliant interfaces:

– Via dCache/Castor, LCG or local implementations, 
– In short term GFAL will hide where this is not the case, RM can cope with SRM or bare gridftp

disks (but these pools are not managed!)
• Must migrate to SRM v2.1 for space management 

– SRM allows mixed implementations 

• Castor and dCache 
– CERN, DESY/FNAL cannot commit to direct support
– Expectation of community support: need named volunteers; 

• Deployment issue:
– filesystem vs libraries 
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CERNExperiment Software InstallationExperiment Software Installation

• Current distribution of experiment sw is as part of LCG distribution
– Relic from EDG 
– Unmanageable for LCG, Unmanageable for experiments

• Experiments’ request (and all basically agree!)
– Ability for expt sw manager (ESM) to install sw at a site from a job, and verify 

installation
• Independently of LCG or site managers
• No need for root access

– Require it to be made available at each worker node via environment variable
• But do not care how it is done – this is a responsibility of each site!
• Could be shared filesystem, could be on local disk on each WN

– Publish available tags through IS
– Experiments will (for now) manage dependencies

• LCG 
– Not our responsibility to manage or distribute experiment software
– Provide tools and mechanisms
– Ensure sites provide installation space, mechanisms to present to WNs and for 

publishing of information
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CERNExperiment software Experiment software installtioninstalltion
• Proposal:

– Each site provides space on disk SE for sw downloads
– Each site provides sw installation space
– Site decides how to present this to WNs

• Via shared filesystem (eg, NFS, AFS) – but limits to scale
– ESM

• Uses RM to download sw to SE
• Runs installation job and certification job
• Updates IS with new tags

– User Job
• Uses env var. to determine where sw is installed
• If no shared fs (env var – “.”) expt script copies from SE and installs locally

• Longer term:
• Provide mechanism to copy to WNs when no shared fs
• Implementation is a site responsibility!

• Currently – expt manages dependencies
– But would expect “common” sw to be available – cernlib, SEAL, …
– Where is the line? –

• This model will evolve!
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CERNRLS RLS vsvs RLS RLS –– update update 

• Re-started discussion at GGF (Oct)
– Agreed to re-look at real issues and develop roadmap

• 2 phone conferences since (have every 2 weeks):
– Look at what it would take to interface POOL to Globus RLS
– Try to understand several issues:

• Metadata, namespaces, API/Interfaces needed by POOL
– Globus have already done Oracle port – we asked for code to test

• Now clear that need to develop a strategy that is part of an overall 
data management roadmap:
– Where should effort be best invested?
– What are timescales for grid service developments?
– What is real experiment use of POOL in Europe vs US?

• If POOL use is via local catalogs (not RLS) is this effort needed?
– JTB – we want to make sure experiment contact are involved in this 

activity (US and Europe) – need volunteers
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CERNInstallation & PackagingInstallation & Packaging

• Action to set up installation tools group
– Delayed

• But,
– Have developed manual installation instructions for WNs and most 

services
– Should allow sites to adapt established tools and not require OS installs
– (Continue to provide LCFGng, but not “lite” version)

• Separate packaging, installation, configuration
• See pacman3 as a potential solution (to some of problem)

– Used by several experiments and AA, as well as VDT
– Perhaps not trivial adaptation for all m/w

• Saul Youssef will be at CERN in December 
– Pull people together then –

• Useful to get GDB feedback on actual requirements now
– After some experience in the last few months
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CERNSW Maintenance in 2004SW Maintenance in 2004

• Issues:
– EDG is finishing
– Last few months have shown that EDG build/integration process and 

process management is not suitable for providing stable software
– LCG needs to control changes, packaging, etc
– Transition of LCG to EGEE

• Propose:
– Move CVS repository, autobuild system to CERN

• Utilize, as far as possible, infrastructure & services from LCG/SPI (not trivial)
– Keep LCG-2 middleware as LCG responsibility 

• Maintenance resp. of INFN (WP1), CERN (WP2, gatekeeper)
• Other pieces: 

– info-providers – LCG will manage
– VOMS – INFN
– R-GMA – require as maintained, stand-alone package from UK

• At least until mid-2004 do not ask EGEE teams to take this resp. (but people 
may have shared resp.)
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CERNLocal integrationsLocal integrations
• Storage

– Each site must provide SRM interface to its storage
• We can provide pointers – but this is a site responsibility!  Are your local storage 

managers aware of this?
• Later – a lightweight LCG-provided DRM?

– How much disk is required for a given farm size?
• Not clear yet – but must foresee sufficient
• E.g. 100 cpu needs ~1TB for active jobs, + much more space for production output 

until it can be migrated to tape or a Tier 1

• Batch systems:
– Each site must integrate with their farms

• We now provide a manual WN installation – get away from LCFGng on WNs
• There is no need to use PBS if it is not your usual batch system

– But e.g. FBSng, BQS need specific site-dependent work
• Adapt queues and job-managers to their situations – this work should start now!
• Local farm managers should be in this process
• This is the only way we get away from dedicated testbeds

– Need to start putting more nodes into the LCG service
• Need to test scalability as well as experiments needing to use them

• How will sites move resources into LCG-2?
– Driven by experiments?
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CERNSupport issuesSupport issues

• Experiment support contacts
– It was expressed strongly that initial problem triage be done by the 

experiments
– So far only received names for CMS and LHCb!
– We need to be able to redirect questions

• Now time to spread the support load:
– To FZK/GOC 
– Deployment team will still directly support deployment issues

– Currently deployment team is resolving all support issues


