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Input to Bandwidth: 
LCT Occupancy from Prompt Pile-upp y p p

CMSIM + ORCA study
Cousins, Mumford, Valuev (UCLA), CMS Note 2002/007

Rate for correlated LCTs at 
L=1034 (17.3 p/u events) 
without neutrons and without 
ME1/1a (small radii, η>2.1) 

17 MHz
LHC O b th dLHC Occupancy, both endcaps 
= 17/40 * 3564/2808

17.3 p/u 0.55 LCT/BXp
SLHC scaling:

200 p/u 6.3 LCT/BX
400 p/u 12.6 LCT/BX
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LCT Occupancy, Recent SLHC Simulation
V.Khotilovich (Texas A&M), Dec.08, 
http://indico.cern.ch/conferenceDisplay.py?confId=46984

CMSSW 1.6
Covers only 1 endcap
Integrates over a 7 BX window, 
but effectively seems to be 
about 6 BXabout 6 BX

For 2 endcaps:
200 p/u 6.0 LCT/BX
400 p/u 12 LCT/BX400 p/u 12 LCT/BX

Good agreement with 2002 
UCLA study
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Occupancy per CSC Peripheral Crate (MPC) 
from prompt pile-upp p p p

Rate by disk:
ME1: 8.3 MHz; ME2: 4.5 MHz; ME3: 
2.4 MHz; ME4: 2 MHz;

Occupancy per MPC per BX:
LHC, 17.3 p/u:

ME1: 0 011; ME2: 0 012;ME1: 0.011; ME2: 0.012; 
ME3: 0.0063; ME4: 0.0053

SLHC, 200 p/u:
ME1: 0 13; ME2: 0 14;ME1: 0.13; ME2: 0.14; 
ME3: 0.073; ME4: 0.061

SLHC, 400 p/u:
ME1: 0.26; ME2: 0.28;ME1: 0.26; ME2: 0.28; 
ME3: 0.15; ME4: 0.12

Fairly well balanced
Note that there are twice as manyNote that there are twice as many 
MPCs in ME1 vs. ME2-4 (30° vs. 
60° sectors)
Note that LHC MPC currently 

Essentially divide 
previous numbers by 
60 crates
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outputs only best 3 LCTs / BX60 crates



LCT Rate from Neutrons, Long-time pile-up
CMS Note 2002/007

Used neutron background parameterization in CMSIM 
(background based on Geant3 from UC Davis studies)
LCT rate without neutrons: 17 MHz
LCT rate increase with neutrons

+4.7 MHz  (+25%)
+1 8 MHz (+10%) without ME4/2+1.8 MHz  (+10%) without ME4/2

Scaling with luminosity
Linear (every neutron hit fires LCT, 4-6 layers) ratios stay same

S ll ti t t il tSmall correction to prompt pile-up rate
Quadratic (neutron hit extends only 2-3 layers, more likely case)

Factor 10 increase in L to 1035 implies 10X increase in neutron 
t l ti t LCT t f t ilrate relative to LCT rate from prompt pile-up 

+25% +250%
+10% +100%
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We need a dedicated study to see how this background scales !



LCT Occupancy Estimate per Peripheral 
Crate (MPC)( )

SLHC @ 400 p/u (L=1035) estimate per MPC per BX
Occupancy= 0.25 LCT (prompt p/u) + 0.5 LCT (neutron) = 0.75 LCT

i e 3 times higher than just the prompt pile-up ratei.e. 3 times higher than just the prompt pile-up rate
Apply factor 3 safety

2.25 LCT/MPC/BX
Fi d li i P i fl i f 97% ffi iFind upper limit on Poisson fluctuation for ~97% efficiency

About 5 LCT/MPC/BX (2 without safety factor)
Add two signal muons (e.g. to trigger on Z μμ)g ( g gg μμ)

MPC bandwidth should accommodate 7 LCT/MPC/BX
MPC currently send 3 LCTs, so roughly factor 2 increase
Number of Track-Finder geometry LUTs increases 2X (45 100!)f g y ( )

Can we embed in FPGA logic? 
Track-Finder combinatorial logic increases by square, so 4X 
increase in FPGA size

Previous does not assume any tightening of LCT patterns has 
occurred that will reduce occupancy

Could remove widest angle patterns to limit contribution of low Pt
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Could remove widest angle patterns to limit contribution of low Pt 
muons and neutron background (extra handle to reduce background)



CSCTF @ LHC
The 45 LUTs that convert LCT patterns into tracking 
coordinates (η, φ)
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Preliminary CSCTF Requirements for SLHC
Preserve the current 60° sector segmentation of the CSC 
Track-Finder processors
Bandwidth of optical links from MPC to CSCTF should increaseBandwidth of optical links from MPC to CSCTF should increase 
by a factor 2 or more
MPC in peripheral crate should deliver a factor 2 more LCTs 
(approx best 7 out of 18 or more)(approx. best 7 out of 18 or more)
Some or all of the geometry LUTs on the CSCTF processor 
should be embedded into FPGA logic
C FPGA f T k Fi di l i d 4X l iCore FPGA for Track-Finding logic needs ~4X more logic space
PT assignment logic and LUT should be revisited in order to 
improve resolution where possiblep p

e.g. bigger memory to send more information into LUT, and/or more 
FPGA pre-calculation

Output of CSCTF should include muon η and φ on finer scale for p η φ
association to Tracker stubs

Possibly also sending match windows for Tracker stub association
All the simulation input needs calibration with the first LHC
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All the simulation input needs calibration with the first LHC 
collisions



Future Work
Short-term

Try to get a better handle on endcap neutron background at SLHC 
from simulationsfrom simulations
Modify the current CSCTF emulator in CMSSW to handle the 
increased number of LCTs, and benchmark its performance with 
simul ti nsimulation
Work on incorporating new features into the FPGA firmware (e.g. 
geometry calculations)
Look at technology choices and identify R&D areas

Longer-term
Scope out a track-finding processor for an SLHC Tracker triggerScope out a track finding processor for an SLHC Tracker trigger 
based on the architecture and algorithms developed for the CSCTF

3 doublet stacks loosely corresponds to 3 muon stations
Identify engineering scale of such a designIdentify engineering scale of such a design
Determine what are the key parameters from the CSCTF to deliver 
in order to match muons to stubs/tracks in an SLHC Tracker
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