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> Contents

e Overview of non-event data
— Not covered: “data booking system”

o EventSetup in EDM Framework
* Non-event data objects

o Software stack and deployment
e Milestones and schedule

e Conclusion
— More details on online-offline and TO->Tn tomorrow
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Overview

Areas included are 1) Geometry and Alignment, 2)
Calibration, 3) DB infrastructure.

The short-term objective is providing a functioning system
by October 2005

Thiswill be used by sub-detector groups for initial
reconstruction and analysis testing, and for the Cosmic
Challenge (aka Magnet test) in 2006.

Thelonger term plans include stresstesting and providing
additional functionality for offline subsystems beyond the
alignment and calibration data.
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= Definitions

 |OV: Interval of Validity — The range of

time for which a set of non-event datais
valid.

 Non-event datac Datawho’s OV spans
more than one event.
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Kinds of Non-event Data (1)

 Monitoring (single version)
— Examples
» Sensor channel values (HV, LV, Temp, Pressure,...)
e Thresholds, noise, other characteristics of detectors.

— Characteristics

» Sensor locations have geometry scheme that is different
from detector signal channels and change value
Independently of each other in time.

» Dataiscollected inreal time and hasasingle “version”.
— It may be looked at as an “event” but not a*“physics event”
— Potentially large volume, but often WORN
e |[OV isthetime region for which avalue does not change.

— (Offline) Data volume and rates depend on detector stability
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Kinds of Non-event Data (2)

« Managed Interval of Validity (multi-version)
— Examples
o Calibration
« Alignment
« Channel mappings
* Dead channels, Hot channels
« Dataquality
— Characteristics

« Dataloaded into database in “sets’ for a detector subsystem.

« An*algorithm’ isused to create the data. More than one algorithm
might be stored, and each might have multiple “versions’ .

* |IQV isthetimeregion over which aset isvalid.
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In summary. this document defines the general concept of the offline 10V service that will be
utilized not only for pure oftfline operation but also for operation of the High Level Trigger. The

assignment of the 1OV 1s a pure offline task and supposed to be carried out by the algornithm (or
person) in charge of providing a certain conditions data set for the oftline (and HL'T) operation.

Some more technical aspects

The behavior of the IOV service i1s defined by its interface. The general requirements on the 10V
service are the following:

1. given a time, it retums an object that 15 guaranteed to be valid TILL a given time. It also
returns the corresponding TILL time.

II. one or more pairs of SINCE time and data object can be registered to the IOV service.

III. metadata, such as tags, can be attached to the 10V service to allow user cataloging,
selection of data , and provenance tracing.

IV, the time semantics in the 10V service should be the same as that defined by the
framework so that the conditions data are synchronized with the event data.

V. The interface might expose both SINCE and TILL time. But for a given functionality
{member function), it requires/returns only one of them.
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cms- | Offline Interval Of Validity
(10V)

“Intrinsic TOVs" (Metadata) Online

—|__CONST 1 vi missed CONST 3vl |
_—m .
data taking time

“Offline IOV isdefined at the offline level”

>

Offline
- offline IOV for TAG_1 _
CONST 1 vl CONST 3 vl TAG 1
CONST_1 vi CONST_2 v2 CONST 3 vl | 1 2
oifline IOV for TAG_ 2

IOV & TAG define calibration data (payload)
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cms | Offline Interval Of Validity

(10V)

“Intrinsic IOVs"” (Metadata) Onl Ine

| CONST 1 vi missed CONST 3 vl

R

=
—_—

data taking time

“Offline IOV isdefined at the offline level”
Offline

offline IOV for TAG_3

[CONST_3 vl + CONST_2 v2]/2 TAG_3

>

Offline IOV and “intrinsic IOV” don’t have to agree
Offline Calibration manipulations are possible too

Etc ...
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October 2005

The offline (ORCOF) DB will
run on a production server in
CERN/IT. Integration testing
(test server) will begin soon.

The other serverswill be
located at P5 (current
thinking).

Assumed flow of datais
shown by colored arrows.

Additional flows are possible
(dashed arrows).

Currently developing
mechanism(s) for managing
these flowsin afail-safe way.

Offline

. Offline
Gonditions (Nearline)

Online

L 4
*
4"\ onitoring,
Configuration

Monitoring,
Configuration

Conditions=calibration,alignment,
slow controls data
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POOL-ORA APl uses offline
database to generate POOL-ORA

objects

Stage-2: register.
database

October 2005

Offline
Database
(Oracle database
at CERN IT
division)

Stage-6: Data loading to offline
database

Stage-5: Data transformation of the transferred data

Stage-4: Stream selected data from online database to the
intermediate storage area for the transformation and marked this

\ transferred data at online side

Stage-3: Query register class to find
out the data required to transfer to
offline database

Stage-1: Data selected to transfer
to the offline database

By SaimaA.

ent Databases 12

More tomorrow in talk
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EDM Framework EventSetup

e Provides accessto “non-event” data needed
to properly process an event.

— Conditions (configuration, calibration, etc.)
— Geometry and alignment

» Guaranteesthat the data returned Is
appropriate for the event being processed.

 Managesthe “non-event” data C++ object’s
lifetime.
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Modél

— EventSetup

ECal Calibration -- i | I =1
Pixe] Calibration - - 1A :
ECal Alignment -]

Pixel Alignment-____A |

O
E’ﬁ:ﬂt" ; I E :; [ . 1 : ; ; e

time s

* Provides a unified access mechanism for non-Event data

o EventSetup “snapshot” of detector at an instant in time
 Record: holds data with same interval of validity

* Not anew idea: has been used by CLEO experiment since 1998

October 2005 CMS Calibration, Alignment Databases
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Data Retrieval

 Toauser, EventSetup appears to have all its data loaded
 Toavoid unnecessary computation, datais retrieved on the first request

EDProducer | Tracker

FSPradair L| Tracker Geometry

ESSource L Geometry Source Alignment DB

= Tracker Alignment
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POOL-ORA for Offline

gan
October 2005 CMS Cd

POOL-ORA (Object Relational Access) was chosen to be
the offline model for non-event data access.

It isan LCG-AA product and will be used by the other
LHC experiments also.

POOL-ORA provides an object (asin C++) to relational
(asin DB) mapping. The schemain the DB is“generated”
based on the “shape” of the object.

Various tools are being provided that will facilitate storing
and managing POOL objects.

Thereis an IOV management model that isin proto-type
now and interfaced with the EventSetup.
— Released together with the new framework software

More work required to armonize EventSetup and persistent

|zation of IOVS.(b aming, versions etc)
ration, Allgnment Databases 16
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Data Objects

« Data Objects must be described for each kind of non-
event data.

« Thedescription of the data object consists of its C++
classin aheader file.

e Thisinformation isused by the POOL API to generate
the schema, and subsequently store the data.

e Try to define few common classes
— Geometry: CMS geometry compact view (CMS Note 2004-011)
— Alignment: Vector of position and Euler angles
— Cadlibration: Vector of value and error.
— Channel ID: Vector of channellD
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Calibration Service:

Geometry Service:

— Calibration object:
= Use CompactView

D Vaue Error
0 val erl

. _ . 1 a2 err2
Alignment Condition Service: vae et
= Alignment object:
ID  AX Ay Az Ao AB Ay N valnerm
0 XX'YY ZZ Xy XZ YyZ Channdl 1D Service:
1 XXy 2z Xy Xz yz = Channel ID object:
1D ChanndlID
N XX'YY ZZ XYy XZ YyZ 0 ChanlD1
1 ChanlD2
ChanlDn

N
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Offline Calibration

 Ultimate resolution will be achieved only
after accurate offline calibration
— Essentially an analysis task
— Basdline isto use the Event-Processing
framework

— Output back in ORCOF after validation of
results
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Common
Software Solution
for Hardware
Alignment Systems

Muon & Link:

X,Y, ... & COV(X,Y,...)

\ % Sensor Raw Data — Position Meas.

Input Service

Track Based
Alignment

>

October 2005
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“online”

A First Implementation Plan

Position M easurements

from Sensor Raw Data
. . Provid jti i t dat
“020” 1 Provide survey rest via @ formet to ananbthe ful funaiondlty of
. . k -
POOL-ORA alignment object Ealhfe];\rda\?]tig?:;sefor the tracker
|deal Geometry “Event Data’ to be used
via ESSource “In CMSSW”
Geometry: | nput as standard
Xideal Framework Module
+ AXsurvey =
+ AXgi EventSetup +Event
-I: e e e e e e e e e e o e e o e e - — — ]
", !
L RHAsystem__ ___ & ____ Postion Data |
21
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A First Impl
Algorithmic Part

Input Service.
HA Geometry & Position Data

Output Service
POOL-ORA Ali. For reconstruction ‘ POOL-ORA Ali. For internal use

~——

o B % CMS Reco.

Alignment > Geometry
Pool-ORA dli

UCIUET ZUUJ CMS Calibration, Alignment Databases
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Software Stack

User Application
+ EDM EventSetup assures the EDM Framework
correct non-event data is accessed
and available for the user EDM EventSetup
application.
. POOL-ORA (Object Relational POOL-ORA
Access) isused to map C++ _
objects to Relational schema. POOL-RAL Plugin

e A POOL-RAL/FroNTier-Oracle
plug-inisused to to enable a
middle-tier proxy/caching service
for read-only access.

 Thecentral DB is ORACLE, but
other technologies can be used for

Optional

testing ( MySQL, SQL.ite, ...)
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e Redundant Tomcat + Squid servers are
deployed at Tier O (launchpad).

o Squidsaredeployed at Tier 1, and Tier N
sites. Will be an “edge service’ for Grid
computing centers. Configuration includes:

— Access Control List (ACL)
— Cache management (Memory and Disk)
— Inter Cache sharing (if desired).

Launchpad

More tomorrow intalk by LeeL.
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October Milestones (1)

e QOur goal isto haveinitia solutions for Calibration and
Alignment storage and access, for most sub-detectors, in place
by October 2005.

» Sub-detectors must define the calibration and alignment data
they need, and map it into and out of the POOL repository.

e Accessfromthe EDM framework will be through EDM
EventSetup plug-ins provided for/by each sub-detector.

» All offline sub-detector applications will use POOL for storing
and retrieving conditions data

DONE!
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October Milestones (2)

A plugin at the POOL-RAL layer enablesa FroNTier
caching layer between the POOL client and DB server.
Thiswork is done in collaboration with LCG3D.

Continued Database to EDM (and user application) testing
(A.K.A. E2E testing) to exercise the EDM and database.

Establish Online to Offline transfer tools, configuration,
and procedures. Expand on these as need is understood.

Use IT/DB development server initially. Schedule test

syeztdem for dedicated testing. Develop plan for production
needs.

In progress (more tomorrow)
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Beyond the Oct. Milestone

ﬁ\s additional EDM plug-ins are developed integration will
egin.

Build a simple Framework application that retrieves non-
event data for many sub-detectors.

L oad a significant amount of test data in to the database
and exercise its access.
— Simulate afew month’ s worth of datafor all detectors.

— Simulate the expected load for world wide access to this data for
various patterns of reconstruction and analysis.

— Smulatethe HLT data and access needs

Additional applications are anticipated next year for
Trigger and Luminosity bookkeeping.
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Fall 05 Testing Plan

L oad estimated datafor ~1 year’ s running
(~500GB)

Exercise various |oading and access patterns to
simulate stable operations and worst case
scenarios. Limited distributed deployment (eg
CERN, FNAL and HLT Farm @ CERN).

Deploy Squid serversto Tier 1 and Tier 2
centers. Repeat testing under various loads and
access patterns.
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Non EDM Dependent

Activitiac
IARANA LR ALLIAE"]

CMS/

(simple)

Example of online to | Example of onkine
offline transfers to offline tranq‘er

(complex)

Define objects for
Geometry and

Implement first
Full version of

First implementation and
testing of FroNTier plugin for
POOL-RAL

Additional monitoring
features for client and
FroNTier cache.

) POOL-ORA
Alignment model Develop |
=S En for performance various Large _S.pale
DDCompactView tes{)on LCG/3D A larger collection of offline POOL TeSt'_l'Ilgi
for E2E Test) I frastructure conditions is defined then Mapping multiple
implemented. and transfer objects,
tools multiple |obs,
. writing,
EDM Dependent First E_2E test results reading,
Activities for Alignment a.nd
Geometry Service .
Various End to End Test (E2E Test) activities to further scrutinize |

and improve the User to DB chain

Include Calibration Service in E2E

| May |

Jun

| Ju | Aug

Assumed Framework development

EDM ) Fl_rs”t EDM
main” for E2E
EventSetUp :
(Context) Partial
functionality

Reconstruction software w/ EDM pieces used for tests.
ORCA dependencies are replaced with EDM as they are made

available.

s |l
|
|




FroNTier plugin'
for POOL-RALI

Online to offline
transfer testing
P5 to IT/DB

[

Additional monitoring
features for client and
FroNTier cache.

Preparation for Cosmic Challenge
All detectors using calibration service

Large Scale
Testing:
multiple
objects,
multiple jobs,
writing,
reading, WAN

access

Test
evalu-
ation

Integration
and
testing

CMS Calibration, Alignment, and
Geometry Service Schedule

CMS offline conditions DB for
cosmic challenge on Production
ORACLE Server in TierO

offline conditions for most
sub-detectors implemented.

Cosmic Challenge

Additional deployment to Tier 1 and Tier 2 centers

Oct , |

Nov

| Dec

Jan | Feb

| Mar

CMS Framework development

Reconstluction software w/ EDM pieces used for tests.
ORCA dependencies are replaced with EDM as they are made

available.
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Conclusions

Plan to have offline non-event data system ready by October
(DONEY!).

POOL is used asthe model for all offline conditions data,
with ORACLE as the central repository.

E2E testing will continue, and online to offline testing will
soon begin.

Integration and stress testing will beginin the fall asthe
software nears completion.

Difficult to estimate realistic data volume and rates due to
uncertainties in detector stability in LHC environment

Collaboration among Software, Computing, and Detector
groups, and with LCG/3D, isimportant to assure the system
will meet our needs for the magnet test, and beyond.
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CMSHLT: Challenging Environment

 TheHigh Level Trigger Farmisisavery interesting
environment.

— 1000 nodes, running ~4000 processes
— Object sizes range up to several hundred MB.
— Near real-time demands for new object caching.

|t has not been established yet that the Frontier approach
will be used, however it is attractive.

e Concerns.
— Will performance be sufficient for large data objects?
— Isreliability sufficient under the heavy load?

— What are the hardware and configuration needs?
October 2005 CMS Calibration, Alignment Databases 33
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cache-mem=256ME, max—in—-mem=23&ME
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Run 2 ®
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)
Performance much better when o
NOT using Squid memory i
cache. .
In this test cache dir was created ]

OctobBareware XFS can pari@soBveion, Alignment Databases

on XFS disk partition.

Resultsare 7 to 10 MB/sec
better, compared to Ext2, with
large RAM and good disk

better.

Initial Squid Tests

Attempting to use alarge Squid
memory cache fails miserably.

cache_mem 256MB
maximum_object_size_in_memory
256MB

Obviously, memory cache is not
designed to work with big objects.

#wFS. default cache mem settings

&g T T T T T T T T T T
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Needed Monitoring

Client-Level: Client library (for POOL) to send access info
through UDP to central info collector. Need to connect this
to MoOnALISA.

Squid-Level: SNMP interface is provided with SQUID.
MRTG works well, also works with MonALISA.

FroNtier Server Level: Log files or additional interface
could be developed. In production, this tends to not be a
hot spot, but could be during development and ramp-up.

Database Level: OEM (Oracle Enterprise Manager) may
be sufficient. Probably would like some additional statsto
monitor trends.
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