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Computing Model and Resources
● The ESD size kept increasing during the last few years, as the ability to (partially)

reprocess the events starting from the ESD needs more input information
(calorimeter cells, InDet hits)
■ We think that, as we understand the detector better, we will be able to reduce the amount

of extra information in the ESD

● We have therefore to provide for larger ESD in early years, reaching design value
for higher luminosity in 2010:
■ Still can only allow ~1 MB/event in 2007/8 (instead of 0.5 MB/event original design)

● Having now a much better detector geometry representation than in the past, and
operating the default simulation over |η|<6 (instead of |η|<3), the simulation time per
event increased from 100 kSI2k-sec/event to 400 kSI2k-sec/event on average
■ We think that for many channels we will be able to use shower parameterisation in the

calorimeters, but its performance is still under test

● In the first years of operation, there will be the need to tune calibration and
reconstruction algorithms on real data; we have therefore increased the available
CPU for user reconstruction with a decreasing profile with time

● The new resource calculation takes into account the agreed machine schedule for the
first years of operation, the above changes in ATLAS input numbers and the global
envelope of resource pledges according to the WLCG MoU
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LHC schedule used for resource calculations

TDR targets:

protons:  107 seconds

ions:       106 seconds

1x10347+7 TeV2010

protons:50% better than 2008  6*106 seconds

ions: 20 days of beam at 50% efficiency 106 seconds
1x10337+7 TeV2009

protons - starting beginning July  4*106 seconds

ions - end of run - 5 days at 50% overall efficiency 
0.2*106 seconds

0.5x10337+7 TeV2008

protons - 26 days at 30% overall efficiency 
0.7*106 seconds5x1030450+450 GeV2007

physics beam timeluminosityenergyyear
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Total ATLAS Requirements start 2008

0.07.717.5Sum of Tier-2s

7.79.918.1Sum of Tier-1s

0.41.02.1CAF

2.40.153.7Tier-0

Tape (PB)Disk (PB)CPU (MSI2k)
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Evolution
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Ratio to Computing TDR

NB: there was a mistake in the Tier-0/CAF CPU requirements for 2007 in the Computing TDR
(subsequently corrected already in 2005): CPU for calibrations does not scale with the length of the
data-taking period
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Observations on computing resources
● Data storage requirements generally fall with reduced live-time

(obviously)
● CPU does not fall as much

■ CERN CPU determined by rate and calibration requirements
■ More calibration and optimisation is needed for 2007 data

● Higher than hoped simulation time per event
● Tier-1s see significant reductions

■ Cumulative effect of less data on reprocessing

● Tier-2s see a small initial fall but are bigger after 2009
● There is an argument for spreading the gain and the pain with

Tier-1s by introducing more flexibility in the model:
■ Tier-1s can now produce simulated data when not fully busy with

reprocessing


