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The Large Hadron Collider Project and ATLAS:
A Journey to Discover the Physics Shortly After the Big Bang
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A dream becoming reality |
(Dedicated to the memory of Engin Arik and her colleagues &=
with whom we shared this dream from the early 1990ies on)
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The study of elementary particles and fields
and their interactions

matter particles particles
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A most basic question is why particles (and
matter) have masses (and so different masses)

The mass mystery could be solved with the ‘Higgs mechanism’
which predicts the existence of a new elementary particle, the
‘Higgs’ particle (theory 1964, P. Higgs, R. Brout and F. Englert)

Mass

L Peter Higgs
e The Higgs (H) particle has been
175 searched for since decades at

accelerators, but not yet found...
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The LHC will have sufficient energy
to produce it for sure, if it exists
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Supersymmetry (SUSY)

Establishes a symmetry between fermions (matter)
and bosons (forces):

- Each particle p with spin s has a SUSY partner 5
with spin s -1/2

- Examples q(s=1/2) - q(s=0) squark
~ _ - Supersymmetric
g(s=1) -2 g(s=1/2) gluino "ehadow " particl
Our known world Maybe a new world? Motivation:
Standard-Teilchen SUSY-Teilchen
- - Unification
ud ci i (fermions-bosons,
dl s} b matter-forces)

- Solves some deep
problems of the
Standard Model

@ Leotonen @ Keatteiichen Squarks () Sieptonen () SUSY-Kraftteilchen

Quarks
ICPP Istanbul, 27-10-08
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‘Supersymmetric’ particles ?

Neutrinos: 0.1% — 5%
Baryons: 4 1%
—_— CMB: 0.01%
Cold Dark Matter:
20+ 4%

Dark Energy: 67 + 6%




Unification of Forces

Magnetism

QED Electro

magnetism
Maxwell

Long range

Electroweak Electricit

~ [ Model
Grand ;) Standard

Fermi

Weak Theory Weak Force

ifi : Short range
Unification g model g
Ouantu_m QCD Nuclear Force
? aravy Short range
Super |
Unification Kepler Celestial

Gravity
Long range
Terrestrial

Galilei Gravity

Universal

Gravitation
Einstein, Newton
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The Large Hadron Collider
is a 27 km long collider ring
| housed in a tunnel about 100 m




The LHC machine is fully installed and
was ready to start operation with single
beams on 10t September 2008, but it is
now delayed for several months until next
spring after an incident that happened on
19th September LHC and ATLAS, Motivation a




* pp Vs =14 TeV Lyesign = 1034 cm2 s (after 2010)
Li.itias < few x 1033 cm2 s (before)
Note: Vs is x7 Tevatron, L gesign is X100 Tevatron
- Heavy ions (e.g. Pb-Pb at Vs ~ 1000 TeV)

First collisions:

now expected in
spring 2009

Point 5

ATLAS and CMS :
PP, general purpose
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The full LHC accelerator complex

CERN Accelerators

(not to scale)

LHC ring is divided

Linac into 8 sectors
Booster e 7TV pp
‘ 0.999999¢ by here

P PROTONS
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LHC: Large Hadron Collider

SPS: Super Proton Synchrotron

AD: Antiproton Decelerator

ISOLDE: Isotope Separator OnLine DEvice

PSB: Proton Synchrotron Booster

PS: Proton Synchrotron

LINAC: LINear ACcelerator

LEIR: Low Energy Ion Ring

CNGS: Cern Neutrinos to Gran Sasso

0.3c by here
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1, Mangluml, P Div. CERN, 2106.01

> 50 years of CERN

history still alive and
operational

Start the protons out here




LHC Accelerator Challenge: Dipole Magnets

15-m long

“ LHC cryodipole Magnetic Field for Dipoles
o (TeV) = 0.3 B(T) R(km)

us Bar Tu

Coldest Ring in the Universe ? Forp=7TeVand R = 4.3 km
1.9 K (CMBR is about 2.7 K) >B=84T

= Current 12 kA
LHC magnets are cooled with pressurized

superfluid helium

ICPP Istanbul, 27-10-08, LHC and ATLAS, Motivation and Status 13
P Jenni (CERN)



Descent of the last dipole magnet, 26 April 2007

30’000 km underground transports

ICPP Istanbul, 27-10-08, at a speed of 2 km/h! 14
P Jenni (CERN)



LHC Progress History of the dipole magnet N
Dashboard construction and installation ‘ o LIOoE)

Department

Cryodipole overview
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Updated 30 September 2007 Data provided by D, Tommasini AT-MCS, L. Bottura AT-MTM



The particle beams are accelerated by superconducting
Radio-Frequency (RF) cavities

Synchrotron radiation loss
Peak accelerating voltage

LHC at 7 TeV

6.7 keV/turn
16 MV/beam

LEP at 100 GeV

3 GeV/turn
3600 MV/beam

AAAAA

Note: The acceleration
is not such a big issue
in pp colliders (unlike
in e*e- colliders),
because of the ~ 1/m*
behaviour of the
synchrotron radiation
energy losses

[~ E4,.../Rm?]

beam

16
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Special quadrupole magnets (‘Inner Triplets ) are focussing the partlcle beams
to reach highest densities (‘luminosity’) at their interaction point in the centre
of the experiments




-up on 10t September 2008
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CMS

POINT 4.

HE POINT 6
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Transformer failure on 12t September @

= At 23:30 on Friday a 12 MVA transformer at Point 8
failed.

= There is no spare unit but CMS has 2 similar
transformers and a lot of over-capacity.

= The cryogenics at point 8 (7-8 and 8-1) was lost.

= The CMS transformer was installed on Saturday and
Sunday.

Lyn Evans - EDMS document no. 970483 21



Incident on 19t September

The LHC decided to use the few days of down-time to continue work on powering
tests

During commissioning of the last main bend circuit to 5 TeV an incident occurred
resulting in the triggering of quench heaters of about 100 magnets and a large
He discharge into the tunnel

This resulted in mechanical damage in a
part of this sector

The cause was a faulty electrical connection
between two magnets, and the repair work
actions have now started, about 30 magnets
will have to be replaced

The exact start-up schedule is not yet known,
it will be after the winter shut-down in spring
(the ATLAS planning is to be ready in May 2009

ICPP Istanbul, 27-10-08,
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ATLAS

UlHaioraitil
(Status July 2008)

mn
| 94

37 Countries
169 Institutions
2500 Scientific Authors total
(1800 with a PhD, for M&O share)

Engin Arik and her Bogazici University
group joined officially ATLAS in
June 1994

Albany, Alberta, NIKHEF Amsterdam, Ankara, LAPP Annecy, Argonne NL, Arizona, UT Arlington, Athens, NTU Athens, Baku,
IFAE Barcelona, Belgrade, Bergen, Berkeley LBL and UC, HU Berlin, Bern, Birmingham, UAN Bogota, Bologna, Bonn, Boston,
Brandeis, Bratislava/SAS Kosice, Brookhaven NL, Buenos Aires, Bucharest, Cambridge, Carleton, Casablanca/Rabat, CERN,
Chinese Cluster, Chicago, Chile, Clermont-Ferrand, Columbia, NBI Copenhagen, Cosenza, AGH UST Cracow, IFJ PAN Cracow,
UT Dallas, DESY, Dortmund, TU Dresden, JINR Dubna, Duke, Frascati, Freiburg, Geneva, Genoa, Giessen, Glasgow, Géttingen,
LPSC Grenoble, Technion Haifa, Hampton, Harvard, Heidelberg, Hiroshima, Hiroshima IT, Indiana, Innsbruck, lowa SU, Irvine UC,
Istanbul Bogazici, KEK, Kobe, Kyoto, Kyoto UE, Lancaster, UN La Plata, Lecce, Lisbon LIP, Liverpool, Ljubljana, QMW London,
RHBNC London, UC London, Lund, UA Madrid, Mainz, Manchester, CPPM Marseille, Massachusetts, MIT, Melbourne, Michigan,
Michigan SU, Milano, Minsk NAS, Minsk NCPHEP, Montreal, McGill Montreal, FIAN Moscow, ITEP Moscow, MEPhI Moscow,
MSU Moscow, Munich LMU, MPI Munich, Nagasaki IAS, Nagoya, Naples, New Mexico, New York, Nijmegen, BINP Novosibirsk,
Ohio SU, Okayama, Oklahoma, Oklahoma SU, Olomouc, Oregon, LAL Orsay, Osaka, Oslo, Oxford, Paris VI and VII, Pavia,
Pennsylvania, Pisa, Pittsburgh, CAS Prague, CU Prague, TU Prague, IHEP Protvino, Regina, Ritsumeikan, UFRJ Rio de Janeiro,
Rome I, Rome Il, Rome lll, Rutherford Appleton Laboratory, DAPNIA Saclay, Santa Cruz UC, Sheffield, Shinshu, Siegen, Simon
Fraser Burnaby, SLAC, Southern Methodist Dallas, NPI Petersburg, Stockholm, KTH Stockholm, Stony Brook, Sydney, AS Taipei,
Thilisi, Tel Aviv, Thessaloniki, Tokyo ICEPP, Tokyo MU, Toronto, TRIUMF, Tsukuba, Tufts, Udine/ICTP, Uppsala, Urbana Ul, Valencia,
UBC Vancouver, Victoria, Washington, Weizmann Rehovot, FH Wiener Neustadt, Wisconsin, Wuppertal, Wirzburg, Yale, Yerevan



ATLAS Members per Funding Agency
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ATLAS
Detector
45 m

ATLAS superimppsed to Muon Detectors Tile Calorimeter Liquid Argon Calorimeter
the 5 floors of building 40

24 m <

7000 Tons

\

ICPP Istanbul, 27-10-08,
P Jenni (CERN) Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker



The Underground
Cavern at Point-1 for
the ATLAS Detector

Length =55m
Width =32 m
Height =35m

LG OVERVIENY
@

e

ICPP Istanbul, 27-10-08, .
P Jenni (CERN) LHC and ATLAS, Motivation and Status
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The underground cavern was finished in June 2003
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Toroid system

Barrel Toroid parameters
25.3 m length

20.1 m outer diameter

8 coils

1.08 GJ stored energy
370 tons cold mass

830 tons weight

4 T on superconductor
56 km AI/NbTi/Cu conductor
20.5 kA nominal current
4.7 K working point

End-Cap Toroid parameters
5.0 m axial length

10.7 m outer diameter

2x8 coils

2x0.25 GJ stored energy
2x160 tons cold mass
2x240 tons weight

4 T on superconductor
2x13 km AI/NbTi/Cu conductor
20.5 kA nominal current

4.7 K working point

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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ATLAS End-cap Toroid
installation

The transports and installations were major
operations, involving also specialized firms

The ECTs are 250 tons, 15 m high, 5 m wide

ECT-A was lowered on 13t June 2007, and
ECT-C on 12t July 2007

' e
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ATLAS Toroid Commissioning Runs (27 July to 19 August 2008)

22000 -

21000 -

20.5 7&A 20.43 kA 20.47 [kA 20.4 k 20.p kA

19000 -

1&000 -
17500

18300
15500

14500 -

13500: 15 kA
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2000 4

1002 1 . ] 1
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Jul-2008  28-Jul-20058  30-Jul-2008  31-Jul-2008  02-Aug-2008  03-Aug-2008 05-Aug-2008 O5-Aug-2008 085-Aug-2005 09-Aug-20058 11-Aug-2008  12-Aug-2008 14-Aug-2008 15-Aug-2008 17-Aug-2008 18-Aug-2008  20-Aug-2005

Ramp-up of the current in 3 h10 min, slow dump in 2 h 40 min, fast dump in 2 min
Recovery time after a fast dump (quench) is typically 100 hrs

Since then the full magnet system has been operated for weeks (including the central solenoid),

only one more training quench occurred in ECT-A
ICPP Istanbul, 27-10-08,

P Jenni (CERN) LHC and ATLAS, Motivation and Status
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Calorimetry

Tile barrel Tile extended barrel
Barrel

Coverage
Inl<5

LAr hadronic
end-cap (HEC)

LAr electromagnetic -
end-cap (EMEC) —————— ¢

»
|
N

i’ .': rﬁ
3
I. P

‘
&

A S

LAr electfromagnetic
barrel
LAr forward (FCal)

Electromagnetic Calorimeter
barrel, end-cap: Pb-LAr
~10%/VE energy resolution ely

180’000 channels: longitudinal segmentation

Hadron Calorimeter
barrel lron-Tile, EC/Fwd Cu/W-LAr (~20000 channels)
o/E ~ 50%E @ 0.03 pion (10 1)

Trigger for e/y , jets, missing E; ,etc

ICPP Istanbul, 27-10-08, LHC and ATLAS, Motivation and Status
P Jenni (CERN)
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Hardware Readiness: Liquid Argon Calorimeters

Installation in the cavern
Barrel in October 2004,
End-caps by 2006

Electronics equipment

completed

Back-End May 2007

Front-End April 2008

(some refurbishment was needed)

Since May 2008
full calorimeter up, integrated in DAQ, slow control
in steady running mode
all channels read-out
~0.02 % dead (isolated) channels, plus 0.8% dead readout, including

1 of 8 HEC low voltage power supply off (need access for repair)

Commissioning on-going (cosmics and beam backgrounds)

ICPP Istanbul, 27-10-08,

P Jenni (CERN) LHC and ATLAS, Motivation and Status 34



Tilecal Detector Control System

Hardware Readiness:
Tile Calorimeter

Installation in the cavern
Ext. Barrel C December 2004
Barrel October 2005

_______

HV Drawer fLEsis

full calorimeter up and running,
integrated in DAQ
~10000 PMTs — 5000 cells

y . ~0.2% dead (isolated) cells, and
Wrinta. 2 of 256 sectors off — power

Electronics equipment completed May 2008 supply problem
(some refurbishment was needed) ~ will be repaired during shutdown
ICPP Istanbul, 27-10-08, LHC and ATLAS, Motivation and with access 35
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ATLAS Tracking Detectors
2 Tesla solenoid &/p; ~ 5x10* p; @ 0.01
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Transition Radiation Tracker (TRT) Pixels Si Strips Tracker (SCT)
4 10° channels) with e/t separation 8 6 36
( ) P (0.8 10° channels) (6 108 channels)



Inner Detector Silicon-sensors

S barrel
pigtai

decoupling
(apacitors N

Hybrid assembly

BeO facings(far side) Slot washer

Silicon sensors Connector

Datum washer

Baseboard TPG BeO facings(cooling side)
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Inner Detector hardware status

The critical path issue was the evaporative cooling system repair and cleaning
of the plant, after a failure on 15t May 2008, which ended late July

Priority then given to Pixel operation
» First to safely bake-out the beam pipe (early August)
* Then to operate the full detector (for the first time)

By now we have gained considerable experience with the evaporative system
and, more in general, with the environmental control
« Many more heater hours during last month than in the plant lifetime
» Operation is stable

All ID sub-detectors integrated in the ATLAS DAQ and took significant data

The TX plug-ins (opto-transmitter) remain an issue; they are dying at a significant
rate

« Off-detector: they affect both SCT and Pixel

* A new production is now planned.

ICPP Istanbul, 27-10-08,

LH ATLAS, Motivati
P Jenni (CERN) Cand S, Motivation and Status
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The evaporative cooling system has been an issue for ~ 2 years, now 202/204 loop on
(we planned to leave 5 off for 2008: 3 in the Pixels (2.1% modules lost) and 2 in the
SCT (0.9% modules lost))

Overall: Pixels
SCT
TRT

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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Date

>95% of the modules run stable
99.8% barrel and 97.6% end-cap modules in operation
98% read out (2% dead channels from assembly and installation)

LHC and ATLAS, Motivation and Status
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Muon System

, Stand-alone momentum resolution
Thin-gap chambers (T&C)

AnTInT( 4n°/ ||r\ A Tn\l
l-llJ lJ ~ lJ v 1

Cathode strip chambers (CSC)

2-6 Tm [n|<1.3 4-8 Tm 1.6<|n|<2.7

~1200 MDT precision
chambers for track

"’ Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

~600 RPC and ~3600 TGC
trigger chambers




Installation of barrel muon chambers
(~ 700 stations)




Installation of the second
‘Small Wheel’ on 29" February 2008

ICPP Istanbul, 27-10-08,

P Jenni (CERN) LHC and ATLAS, Motivation and Status




Muon spectrometer g VDT OAOSESE

hardware status PRRSESESE L R ey
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Problematic chambers: < 1% B ,‘:5@? Z:

(HV, read-out, gas) . A :

Lz

Alignment
99.7% of the barrel, 99% of the end-
cap alignment lines are working
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RPC

16 sectors fully commissioned

- 3 sectors under final timing adjustments
- 2 sectors affected by missing CAEN HV |
- 1 not ready (noise on clock propagation)

TGC

All wheels on both sides ready for operation
(need some HV for TGC on Small Wheel due
to HV failure and shortage of spares)

CSC
Chambers work, but read-out limitation [ Rrecady 7~
ing workediom, P | | Missing timing adjustment
beﬂ% ??ERN) ediom LHC and ATLAE ISt oNeiseSoticlock propagation RP¢

B Missing CAEN boards



e B ATLAS installation:
=\l Status before closing April 2008
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-10-08,

A historical moment:

Closure of the LHC beam pipe ring
g on 16th June (the last piece was the
LHC and ATLAS, Motivation and Status

one shown here in ATLAS side A)



Forward Detectors
Al AS

450 A5H A5 45K 14K

MER MThA DFEA

MOML MY MBRC MBIN DFEE| MOXA MOxE MO, Tas Tas

_HHHFE_ ]

1% SRARIBALE |5y
[

[ ER ] 2433 SA07, F0EF 22 a5 e IS

Luminosity Cerenkov

Zero Degree Calorimeter Integrating Detector
(Phase | detector
is operational)

(Plus an internal Lol for future Forward Proton detectors at 220 and 420 m)
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the forward shielding completed
the configuration for the 2008 run

Note also the TGC ‘Big Wheel’ and
MDT ‘End Wall’ chamber planes

" 4 . . L e Y
G W7 ) /
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W
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"ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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Luminosity
Bunch
Event rate:
Proton
Parton

(quark, gluon)

Particle

jet

ICPP Istanbul, 27-10-08,

Collisions at LHC

Proton-Proton
Protons/bunch 10"
Beam energy 7 TeV (7x10'2 eV)

10 cm=2 s

N =L x o (pp) = 10° interactions/s

Mostly soft ( low p; ) events

Interesting hard (high-p; ) events are rare

Selection of 1 in
10,000,000,000,000

P Jenni (CERN) —> very powerful detectors needed




SDX1  gual-CPU nodes ATLAS Trigger/ DAQ Data Flow
Sfr':NutN 7~30  ~1600  ~100 ~500"
,.,,..,f,‘.)n Eventrate| Local Event Event Second- "
~200 Hz |Storage ) Builder | | LVL2 | jevel Al
Data SubFarm Filter SubFarm . L:
i Outputs (EF) T farm | trigger
storage (SFOs) (SFls)
\ T // —
Network 3 ‘
DataFlow . stores /.
Manager i SLICS vyyyy vyyyve LVL2 ‘/
) Network switches output ’
Lve2 [° >
Super- A
: ol o
5| 8¢ g
3| sE i
© (] o =
Event data AEE g USA15
= = ke,
pulled: g z| @& ©
partial events | = x v
@ < 100 kHz, (é USA15 1600 Data of events accepted
fU” events _% ~150 Read_Q/ﬁrst—level trigger uxis
(0]
@ ~ 3 kHZ o PCs VVVYVHL \A Sﬁ:(s VME  Dedicated links [ 7 i '_.:_,,_ L;
Read- ' :
Read-Out Out p e 1
Subsystems Driver <
ROSSs) e n
Rol ( (RODs)* First- F— ’
Builder \ level / . ol il
Timing Trigger Control (TTC) \ trigger oy

ICPP Istanbul, 27-10-08,
P Jenni (CERN)

Event data pushe

d @ < 100 kHz,

1600 fragments of ~ 1 kByte each

LHC and ATLAS,
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The read-out electronics, trigger, DAQ and detector
control systems have been brought into operation
gradually over the past years, along with the detector
commissioning with cosmics

_,éj'

Example of LAr calorlmeter read-out electronlcs
* /

In total about 300 racks with
Example of Level-1 Trigger electronics electronics in the underground

LHC and ATLAS, Motivation and Status counting rooms
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Final size for max L1 rate (TDR)

~ 500 PCs for L2 + ~ 1800 PCs for EF |
(multi-core technology)

For 2008 : 850 PCs installed @
total of 27 XPU racks = 35% of final
system

(1 rack = 31 PCs)
(XPU = can be connectedto L2 or EF) .

- X 8 cores

':@- _'ﬁ

GHz .
RAM: 2 GB /core, i.e. 16 GB

Final system : total of 17 L2 + 62 EF racks
of which 28 (of 79) racks as XPU
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10 f : — Simulated cosmics flux
- ms o Sosmies 4 in the ATLAS cavern
% —
\ h
b | A LA
)
-
Cosmics data: >

Muon impact points extrapolated
to surface as measured by
Muon Trigger chambers (RPC)

Rate ~100 m below ground: ~ O(10 Hz)

Cr111 1111 111 l
ICPP ls_tan bul ’ 27-1 0-08’ -angﬂo{m -49:300 -300'-09 -20000-10000 0 10000 20000 30000 40000 50000
P Jenni (CERN) LHC and ATLAS, Mot rpc track extrapolation z [mm]




ATLAS 2008-08-23 12:13:41 CEST event:JiveXML_836533_780513 run:835633 ev:780513 Atlantis

Example cosmic events
IIElIl!II 2008-08-16 16:47:40 CEST event:JiveXML_82056_14224 run:82056 ev:14224 Atlantis

|| .

p (m)

ICPP Istanbul, 27-10-08,
P Jenni (CERN)




Cosmics showers/interactions in the TRT with solenoid on

Fully commissioned and inside ATLAS partition since long
(Xe is in since few weeks - results shown are with Ar/CO,/O,; 70/27/3%)

. Sh 4

o
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N
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Shower
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Cosmics in Pixel
and SCT

Event with 7 Pixel hits
(overlapping L2 modules)
and 16 SCT hits

2008-09-14 0825:07 CEST event.JiveXML_88463_32245 run:88463 ev:32245 geometry: <default» Atlantis

Y (cm)

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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B 1 Rt
t-1)

' | PEREE
ATLAS output disk (poin

Full Dress Rehearsal (FDR)

Played data through the computing system
just as for real data from the LHC

® started at point 1, as though real data
® processed data at CERN Tier-0,
various calibration & data quality steps
® shipped out to the Tier-1s and Tier-2s

for physics analysis

Complementary to “milestone runs” which test
the real detector, but only with cosmic rays

Two “FDR runs”
(February and June-July)

Were a vital preparation for processing and
analysing the first LHC data

rmenia

o

ICPP Istanbul, 27-10-08, e ATLAS Mot Mﬁ;‘m Tier-1 and Tier-2
P Jenni (CERN) an , Motivation arf miﬂ._... . i‘;ﬁ




wlLCG Grid: Tier-0 and the 10 ATLAS Tier-1s

ICPP Istanbul, 27-10-08,

) LHC and ATLAS, Motivation and Status
P Jenni (CERN)

Google

58



ATLAS during the
CCRC Phase 2

Common Computing Readiness Challenge

Data transfer TierO--> Tiers-1

Averaged Throughput from 11 Hrs on 21/05/08 to 11 Hrs on 24/05/08
Data Transfer For "Atlas” From All Sites To All Sites

1400
- l. . W ASGC
1200 - k 0 BN
n” [ - o Fa
g 1000 A  INPA-CL
; i = @ INFN-TL
o oo H m NOGF T
2 | 0 I II. I I I 0 NIKHEF
'En ish I L | i B QTHERS
3 @ PIC
: |
£ 40 ! | I||.l|I i I | I .I D |I' W R
o | | ‘il I |I I |I ||I e L O 3R
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mpymlla_SECoH -.'-'ll'“ N It il Il : Illlllll

i:IiLiL 13151719 21230003 0007 09 111315 171921 2300 0305 07 0311 131517 19 21 23 01 0305 0? 0911

Tine {GHT) GRIDYVIENW

Nominal peak level (~1 GB/s) sustained over 3 days

LHC and ATLAS, Motivation and Status
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Excitement in the ATLAS Detector Control Room:
The first LHC event on 10" September 2008




... as well as in the ATLAS Tier-0 and Data Quality Control Rooms:
Reconstruction follow-up and analysis of the first LHC events




- n Atlantis Canvas <45 2008-09-10 00:37

ATLAS 2008-09-10 10:19:10 CEST event:]lve LlCaIO Stream

\\\“.‘J' .', ) ol % The very first beam-splash

\ KL { P event from the LHC in ATLAS
= on 10:19, 10t September
2008

gjeometry: <default:> Atlantis

<-- Beam 1 (A)

Online display

http://atlas.ch | -
\CPP Istanbul, 27-10-08, Offline display first beam event seen in ATLAS ,

P Jenni (CERN) LHC and ATLAS, Motivation and Status



First hits in the LUCID detectors on Sep. 10t !

9" Zoomed Window: HitRatesSumPlot
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A busy beam-halo event with tracks bent in
the Toroids from the start-up day (offline)

ATLAS 2008-09-10 22:31:22 CEST ewvent:JiveXML_87863_03435 run:87863 ev:3435 geometry: <default:- Atlantis

=
7]

pZ Projection

¥¥ Projection

=
~

T T T T T T T T T T T T T T T T
-20 0 L (m) 20

X (cm) 10




Another beam-halo event
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LVL1 System

« System is fully installed
— Still large programme of work to be done to commission it with beam
 Much work done with cosmic rays, test pulses, etc
« Already made good start with single beam, starting on 10t" September
« Some aspects of commissioning can only be done with collision data
— E.g. detailed time alignment of barrel muon trigger

Level 1 Trigger

TileCal

Preprocessor

EM Cluster Jet/Energy
Processor Processor

RPC TGC

Calo
Trigger

Muan
Endcap
Trigger

Muaon
Barrel
Trigoer

Muon-CTP
Interface

Beam pickups
Minimum-bias (MBTS)
LUCID, BCM, etc




Timing-in the trigger

Experiment timing currently based
on beam-pickup (“BPTX”) reference
— First task of LVL1 central trigger

team on 10t September was to
commission the beam pickups

Times of arrival of other triggers are
being adjusted to match
— Plots show evolution from 10 to 12
September

— Timing-in now for down-stream side
for single beam to have similar
timing to collisions

Each LVL1 sub-system also needs
to be timed in internally

— L1-calo, L1-RPC, L1-TGC, MBTS, etc

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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ATLAS shutdown planning winter 2008/2009 (Schedule Version 10.1)

Oet 08 Nov "08 Diec "08 | Jan "08 Feb '08 Wiar 00 April '09
-m|+]|4:|43|4+ -1-§|-1l5|+7|4349|E-I-|EL|52|]|2|3|+|E u|?|5|9 '.-:-|'.1|1:|'.3 L4|15|16|]T
S'-E:E-E BW-C apen for fibers BW-C in garage positon, 0o n-peniane -
. oo E Tepair | = = ¥ Forward i
SideC | &2 E - % : 2 | & E commissionin g]:md.e
Lucid + BO fix Bl = -
SW-TGC-A
c L

Comrmissioning of individual systems
ID commizsioning + BRC All barrel m

Barrel All barrel in commissioning mode . . S
12-13-14mi o moda
e | Pix barrel muon chambers + SW TG R

Lucid + BO fix g E B
5 2| < < | 8 BEW-Aopenfor |g
EI['IE 'ri. = z 2 = ﬁ.'_.:-' : ,&, fihars renair !
ZEEE [=1" : B
% BW-A in zarage posilon, 0o D-pentane

Magnets Magnets off + vearly maintenance -

HS resmicted access Tepairs [ maintensnce activides restricted access I

Extensive cosmics data collection with the full detector has ended on 20t October, the
detector is now being opened for maintenance work, to be fully ready again in May 2009

ICPP Istanbul, 27-10-08,
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A nice cosmic muon through the whole detector...

ATLAS 2008-09-28 10:19:08 CEST event:JiveXML_20272 2065845 run:90272 ev:2

T¥ Projection
o _| /
-

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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Number of events (in million)
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Cosmic events recorded and processed by ATLAS since Sep 13, 200

Sum of RPC, TGC, MBTS L1 Triggers 161 million events
RPC Triggers (L1)

Bottom RPC Triggers (L1) ‘Downward Muons'
TGC Triggers (L1)

Min. Bias Scint. Triggers (L1)

Calorimeter Triggers (L1)

Inner Detector Track Trigger (L2)

EM Calorimeter Triggers {L1)

| 14

0 5 10 15 20

Days passed since Sep

ICPP Istanbul, 27-10-08,
P Jenni (CERN)

Approximate Number of Tracks with Pixel Hits

A huge amount of cosmic
ray triggers are recorded,
in total (left) as well as
giving tracks also in the
smallest-volume detector,

the Pixels (below)
%10’
- |— All Tracks
250
- B B-field on
2001~ |eeeees B-field off ,
150
100~
50—
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Days since 14th of September 2008



The real content of the ATLAS status and preparation for the physics is to
come in the following talks by ATLAS colleagues....

Daniel Froidevaux, CERN
Pauline Gagnon, Indiana
Jochen Schieck, Munich MPI
Michael Flowerdew, Liverpool
Christine Kourkoumelis, Athens
Rachid Mazini, Toronto

Daniel Levin, Michigan
Jean-Francois Marchand, LAPP

Simonetta Gentile, Roma |
Janet Dietrich, Freiburg

Christina Potter, London RHBNC

Muge Karagoz Unel, Oxford
Gokhan Unel, Irvine UC

Veysi Erkcan Ozcan, London UC
Victor Maleev, Petersburg NPI

Grant Gorfine, Wuppertal
Edward Moyse, Massachusetts

ICPP Istanbul, 27-10-08,
P Jenni (CERN)

ATLAS TRT detectors: performance with first data
Women and Physics

Early top physics in ATLAS

Rediscovering SM physics with ATLAS

Search for Higgs bosons at LHC

Search for the VBF Higgs-->tau-tau decays with
the ATLAS Detector at LHC

Diboson physics studies in the ATLAS experiment
Search for the SM Higgs decays to gamma-gamma
decays in ATLAS

MSSM neutral Higgs searches

The reach of the ATLAS experiment in SUSY
parameter space

Searching for new physics in events with three
leptons in ATLAS

Search for low scale gravity signatures in ATLAS
Prospects for quark searches and their impact to
Higgs searches in ATLAS

Vector Boson Scattering at ATLAS

Electron and Photon Reconstruction and
Identification with the ATLAS

B tagging performance in ATLAS

Muon Identification for the ATLAS Experiment

LHC and ATLAS, Motivation and Status
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A tribute to our Turkish o

Colleagues who worked | f’/
on the Inner Detector, in S
particular the TRT _ /
;
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Engin ARIK iskender HIKMET Ozgen Berkol Dogan Mustafa FIDAN Engin ABAT F. Senel BOYDAG



Engin pioneered the Turkish involvement in ATLAS, as she has more

-

14t August 2008: Signature of a Cooperation Agreement
between President O Cakiroglu of the Turkish Atomic Energy
Authorithy and CERN-DG R Aymar

21st October 2008: HE Minister Mehmet Giiler taking part in
the LHC inauguration and visiting the ATLAS experiment

ICPP Istanbul, 27-10-08,
P Jenni (CERN)
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