
Data Management 
• Storage situation right now overall looks fine.  
• Deletion was down last week everywhere for a period of 

about 3 days to prevent deletion of needed data. By error was 
not switched back for US sites. Back after our notification. 

• Organize monthly dumps at all sites, for each RSE, to run 
centrally consistency checks. Each site has a dedicated ggus 
ticket on that. 

• Follow up the size dynamics of DAODs at T2s. Some gradual 
growth of the size. Do we need extra copy of HI DAODs to be 
replicated to US T2s.    

• Reminder to cleanup the remaining 15TB dark data at BNL 
PRODDISK and reallocate the space (~200TB) to USERDISK. 


	Data Management

