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Goal

® Make quantitative arguments for Tier 3s.
® Resources argument for Tier 3s:
® Insufficient resources for Monte Carlo needs
® Very little room for contingencies...

® Slow analysis turn around
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Task at Hand

® Goal: Quantitatively study Analysis Model (AM)/Computing Model (CM) interactions.

|.  Input AM parameters: Details of the steps in analysis, like speed, input/output sizes/
rates, transfer sizes/rates...

* A use-case (eg Top analysis) is a processing chain
e Astep in the chain is a transformation

2. Input CM parameters: Types of facilities, size/allocation of their resources
* A class of facilities (eg Tier |s) are a resource

- 3. Cadlculate a figure of merit:Time it takes ,QQ.f,"n.i.Sh..-Fh&i, P N
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The Calculation

|. Specify Resources
e egTl:10x2200 kSI2K,T2:30 x 2000 kSI2K, T3: 100 x190 kSI2K
2. Specify Chains — Series of Transformations

* Transforms calculate how much CPU (kSI2K sec) and Input/Output (KB/s)
they need to complete.

3. Collect Transforms from Chains, assign them to Queues at specific Resources.

4. Ask Resources to assigh CPU to Transforms.
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Inputs

Year Tier 2 CPU Events Events Fully
(kSI2K) Recorded Simulated

2008 21612 8 x 108 3.2 x 108
2009 3444 1.2 x 107 4.8 x 108
2010 60630 2 x 107 6 x 108
201 | 92155 2 x 107 (?) ?)

CPU per event e e
Step (tt events) (KSI2K sec) ik iaie C?:ngltéi?g:
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Example Output

® Model: _
® Calculation:
® |00% of Tier | for Generation+Reprocessing . .
® Resources for transformation ~ fraction
® 50% of Tier 2 for Simulation+Reconstruction resources need (excluding 1O, for now)
® 2 Chains: ﬂlflo!a“m!"! !!‘ M All transforms on a resources should finish in
or one pass :
all passes about the same time
m » Monte Carlo:
Chain Name (Nothing) --> [Generation (Montel|Carlo)]--> (Gen)
Total Time: 209.736 ( 209.74 ) days, IO/CPU Fraction: 0.3 "
(Gen) ——> [Simulation (Monte Carlo) ]-—> (Sim) Input/Output

2. lranstorms In ool Fitmese i85l R (EBF0 U3 dats S0/ @RUMErA efaen 1200
¢ " (Digi) ——> [SimReconstruction (Monte Carlo)]-—> (SimESDAOD)
\ Total Time: 185.186 ( 370.37 ) days, IO/CPU Fraction: 0.0
(AOD) ——> [AOD—>D1PD (Monte Carlo)]—--> (D1PD)
Total Time: 163.073 ( 1956.88 ) days, TI0/CPU Fraction: 0.01

—> Chain Total: 209.74 ( ') days, 10/CRU Fraction: 0.03 (0.26) /
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Steps

® Determine how much of Tier 2 resources
will be required for analysis.

® Determine the analysis turn around time
on Tier 2s (using remaining resources).
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Scenarios

® Analysis on tier 2s get the simulation leftovers...

® So we must first figure out how much of the tier 2s
will be available for simulation.

® |llustrative scenarios for 2010:

Calculation e grl;’zctai:unction Sim Fraction Iti:ztsii)n; Luminosity Time (days)
| 50% 10% )73 | x 1032 159
2 50% 10% 0% 162
3 {074 0% Ix1033 323
4 50% Ix1033 |66
5 50% 100% Ix1033 328
6 50% 10% |x1033 660
7 10% £10]0)74 Ix1033 443
8 10% £10]0)74 Ix1033 371
9 10% £10]0)74 Ix1033 336
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Scan

® (Calculate fraction of Tier 2 CPU necessary to
complete Monte Carlo production in | year as function
of fraction of recorded data fast/full simulated.

Percent Tier 2 Required to Complete Simulation in 1 Year (2010, 1 x 10733)

® Note:
L 90 ® ) passes = 2x
.UEJ 9 80 fraction
‘E i Ex: Need 80-90% of 42 ® Different fast sim?
g tier 2 CPU for 10% 60 Scale y-axis (x 7 for
g’ Full 300% Fast 50 fG4, x 0.1 for
S % fATLFAST-I)
&
o 30
8 ol  —Assume 80% of Tier
* 10 2s for simulation for
02 025 03 035 04 045 05 © remainder of

Fraction of Recorded Data Fully Simulated calcu|ations,
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The Haze

® Haze = The steady load on our computing systems
® Consists of:

® Production: Reprocessing, Monte Carlo (Simulation), Primary
DPD Making

® Performance Activity: Read Perf D | PD, high CPU.
- ® DPD Making: Large scale data preparation.eg AOD, DIPD

el (S deiis
R
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Analysis Complications

9
Me-reconstruction/re-calibration- CPU intensive... often necessary.

AN
MlgorithmicAnalysis: Data Manipulations ESD—AOD—DPD—DPD ® Framework (ie

Athena) based

® Skimming- Keep interesting events

. : : : : ®
® Thinning- Keep interesting objects in events Resource
intensive

® Slimming- Keep interesting info in objects
® |arge scale

®  Augmentation- (lots of dat

® Application of algorithms: combinatorics, overlap-removal, e Organized
kinematic fitting, sphericity calculation...

. ® Batch
® Encapsulation of the results into higher-level objects

® Basic principle: Data Optimization + CPU intensive algs — Primar
more portable input & less CPU in later stages.

9 |
Mteractive Analysis: Analysis Development. Debugging. Making plots/ ° fOften €
performing studies on highly reduced data. rame

e,
Matistical Analysis: Perform fits, produce toy Monte Carlos, calculate

significance.
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Modeling Analysis Plans

Stage 0: Re-reconstruction/
calibrate

Inputs based on

Stage 2: Interactive Analys

SFrame (721Hz, 17%)

Athana (313Hz, 6%)

Draw (298Hz, 55%)

PyAthena (204Hz, 4%)

PyRoot (43Hz, 9%)

CINT (26Hz, 6%)

TSelector (22Hz, 2%)
|

1000 Hz

Tuesday, March 3, 2009

Monte Carlo Production +
eprocessing

Stage |:Algorithmic Analysis

Computing A. Farbin
System Modeling

- Toy Model of Analysis Activity

12



Modeling Analysis Plans

Stage |:Algorithmic Analysis
= Monte Carlo Production +

s i Reprocessing

Stage 0: Re-reconstruction/
calibrate

A. Farbin

Computing
Stage 2: Interactive Analys System Modeling

SFrame (721Hz, 179
Athana (313Hz, 6%
......

Cal :

4 t;

PyAthena (204Hz, 49

PyRoot (43Hz, 9%
%o

o
o,
0,

Instances

G
CINT (26Hz, 6
2

%)
o)
Draw (298Hz, 55%)
%)
o)
o)
%)

TSelector (22Hz,
| |

500 1000 Hz
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Modeling Analysis Plans

Stage |:Algorithmic Analysis

Stage 0: Re-reconstruction/ Monte Carlo Production +

calibrate T o I Reprocessing

Inputs based on

| . | | — o

. Computing A. Farbin
Stage 2: Interactive Analys System Modeling

SFrame (721Hz, 17%)

Athana (313Hz
Hz, .

PyAthena (204Hz, 4%
*(43Hz. o

CIN - 5Hz s Instances

TSelector (22Hz, 2%
| |

500 1000 Hz

| |
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Analysis Model Inputs

® Use Akira’s performance studies

Test DPD making Athena jobs ® POOL DPD production

Mike Vetterli on ARA HN: “We need to know the throughput isn’t sensitive to inPUt file

of _typical_ jobs that would be running on Tier 2” .
AOD (144 kB) to D'23PD D1PD (31 kB) to D'23PD SIZEC.

Athena (96Hz, 10%) Athena (255Hz, 1%)

Athena_VerySmallD3PD (84Hz, 12%) ‘ C P U ti m e St ro n gly

Athena_VerySmallD3PD (198Hz, 10%)

S — correlated to output size.

Athena_SmallD3PD (63Hz, 4%)

Athena_TopD3PD (14Hz, 8%)

Athena_VerySmallD2PD (10Hz, 3%) ® M ore i nfo Writte N O ut,
o Smalo2PO (10, 5% more data read, more
operations performed.

Athena_VerySmallD2PD (10Hz, 11%)
Athena_SmallD2PD (8Hz, 9%)

Athena_TopD1PD (3Hz, 15%) Athena_TopD1PD (3Hz, 7%)

0 50 100 0 100 200
Wide range, 5-50Hz, most typical. POOL DPD making does not speed

up using D1PD input. More study needed to understand.
PAT - November 3, 2008 akira.shibata@nu.edu‘%"

Rate (Hz) Rate (Hz)
Output Event Size (KB) Input: AOD Input: D1PD
None 0 96 255

VerySmall D3PD 0.37 84 198

® | assumed different input/ Small D3PD 07 43 63
. Top D3PD 4.9

output sizes, so | use these VerySmall D2PD : — =

numbers as guidelines... Small D2PD 18.7 g 10
Top D1PD 31.4 3 3
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Simple Model

Data IEN Organization

D!'PD
25 KB/event
0% of all data

(recorded+sim) D?PD Making Physics Groups...
No skimming/thinning Nominally ~10 in
Augmentation (1.2x) ATLAS
2
D?PD - e
30 KB/event
10% of all data .
(recorded+sim) D3PD Making Phy;:cs Sub-Groups....
No skimming Nominally ~5 per Physics
D3PD Thinning/Slimming Group
|0 KB/event ~ 10 Hz
|0% of all data a3
(recorded+sim) \ Individual
Plotting Nominally ~10 per
[T / 10000 Hz Physics Sub-group
0 KB/event

=Total of 500 Analyzers
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Walk-through (D'PD— D2PD)

® Asingle person running a ~3Hz D'PD — D?PD making job on Tier 2s.

® The total T2 CPU in 2010 is 60630 kSI2k.So 20% for analysis is ~12000 kSI2K.
e Total CPU for D'PD — D?PD = 12000/3 kSI2K = 4000 kSI2K

® This is because we are running D'PD— D?PD, D2PD—D3PD, and D3*PD —Plots all at
the same time, and they all get the same amount of resources.

e Total Events= 2 x 10° Events recorded + 2 x 108 Event simulated + 8 x 107 Fast
simulated * [fraction in D'PD = 0.1] = 8.2 x 108 Events

® (Note that I'm assuming we are going to run over the fast simulation data, which
Chip assumes is 3x recorded data... If you want to ignore fast sim, just reduce all
times by 1/4)

o 3Hz= 1.4/ 3 kSI2K sec = 0.47 kSI2K per event

® = Total required CPU: 3.8 x 108 kSI2K sec

o Total time= 3.8 x 108 kSI2K sec / 4000 kSI2K = 95000 secs. = 27 hours ...let's say | day.

® So 10 people making D?PDs will take 10 days.
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Ex: No Organization

® Assume everyone does every step.

® So N groups = N subgroups = N plotters = N
Analyzers

TA:NAnalyzers {NAnalysis==1&&NGroups==1&&NAnalyzersPerGroup==1&&NAnalyzers<20}

Time (days) to
complete whole
chain

16 18 20
NAnalyzers

—>Takes |0 Simultaneous Analyzers |2 days for one pass!
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Organized Analysis

® Nominal Physics groups:Sub-groups:Plotters=10:5:10= 500
Analyzers

® Keep same ratio, change number of analyzers

TA:NAnalyzers {NAnalysis==10&&NGroups==5&&NAnalyzersPerGroup==11}

Artifact of ratio,

ignore.

Time (days) to
complete whole
chain

800 1000
NAnalyzers

—> Takes ~800 Simultaneous Analyzers ~10 days for one pass.
e But D3PD making and Plotting passes can be repeated quickly.
o Note: New DIPDs of all data once a month.
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Details

Generic DIPD Analysis:
(D1PD) ——> [D1PD->D2PD (Generic D1PD Analysis) ]——> (DZPD)
NEvents: 820000000.0 CPU Needed: 3472700000.0 CPU Provided: 4042.0
Ll 280,10 250 ) Qe - 2050 1 S0e0
IO Needed: 178.571428571 IO Provided: 27940092.1659
TotalaTime A0 A3 108 (1457 Jaida sy w TO/LCPU Brackion w002
(D2PD) ——> [D2PD->D3PD (Generic D1PD Analysis) ]—-—> (D3PD)
NEvents: 820000000.0 CPU Needed: 5912200000.0 CPU Provided: 4042.0
T (A0 (8 S (HOR IS Crutat- R SORICEIEE O Ok
IO Needed: 372.932049724 10 Provided: 27940092.1659
Total Tlme 17 607 (Gl 88 days, IO/CPU Fraction: 0. 04
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Summary

® Biggest argument for Tier 3 is contingency.
® We will always be wanting for more full simulation.
® Make up the rest with fast MC... which isn’t free.

® Tier 2s MC production capacity (assuming 80%) only allows for
| pass/year at 10% full 300% fast.

'."‘".'6'. "‘ ‘ M*‘ ‘rL

._ L] Q! ) o s ’
- DPD production activity will need to happen on Tier 2s.
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Final Remarks

® Predicting Analysis activity is nearly impossible...

® |f you think my assumptions are too
pessimistic, consider all of the difficult use cases

that | didn’t put in.

® No matter how you work it, analysis resources
will be scarce.

® My model already accounts for complicated
effects like ROOT |/O limit, disk-overloading, site
network limits, transient— persistent time... but |
need a lot of inputs to study effect of these

features.
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