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CMS Production in a NutshellCMS Production in a Nutshell

• Successful large scale MC production in OSG includes :
– CSA06, CSA07, CSA08
– Spring07, Spring08, Summer08, Fall08, Winter09

• MC production is part of the CMS DataOps task.
• Maarten & I are coordinating (also handling several PA’s

ourselves) production since March 2008.
– Covering resources and time zones in OSG and LCG.
– Keeping track of availability of CMSSW and other needed

production softwares at T2 sites before mass production.
– Monitoring and integrating the availability/stability/reliability

performance metrics into production plans.
– Sample custodiality planning at T1s & prioritizing WFs in T2

regions, handing them to operators, and working with sites.
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Routing CMS Jobs to OSGRouting CMS Jobs to OSG
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Running/Idle Job MonitoringRunning/Idle Job Monitoring

Feb 8 2009
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Resource Usage in OSGResource Usage in OSG

CSA07 (tail) + CSA08

Missing
prodmon
reporting

Summer08

Purdue added more slots just
in time for the summer08

production.
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US T2 Job Slots : OutlookUS T2 Job Slots : Outlook

2 (C)

1 (C)

2 (C)

4 (3 C, 1 P)
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1 (C)
# of CEs

???  Upto ~ 700UCSD

Powerful/extra CEs for load bal ?  Upto ~ 1200MIT

SLHC sim jobs dominated this year !  Upto ~ 1100Wisc

HPC the biggest & MG WFs a pain.  Upto ~ 1100Florida

Less slots during and 1 to 2
months(*) after pbs --> Condor

migration

  Upto ~ 700Nebraska

NCSD? and NFS mount disappearsUpto ~ 2000Purdue

???Upto ~ 450Caltech
General CommentsJob SlotsSite

•  Max slots at all the sites are not available simulataneously all the
    time. 
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OSG Prod Stats : 2008OSG Prod Stats : 2008

Summer08
Fall08
Winter09 OSG1

~ 1.1B Events
FastSim : 350M
FullSim : 750M

CSA08 &
Pre-summer

Summer08 (Full)
Fall08 (Full)

Winter09 (Fast)
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LCG Prod Stats : 2008LCG Prod Stats : 2008

T1 processing
need to be
subtracted

~ 1.1B Events
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Stats (LCG & OSG) : 2009Stats (LCG & OSG) : 2009

T2 production is
labelled with

T2_Region_xx

For clear 
accounting

RAW:RECO ~ 1:2
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Contribution of US T2sContribution of US T2s

Caltech

UCSD

Jan 2008 - Feb 2009
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Job Quality in OSG/LCGJob Quality in OSG/LCG
Summer08 / Fall08 / Winter09
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Job Quality : US T2sJob Quality : US T2s
Summer08/Fall08/Winter09
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SummarySummary

• Effective utilization of OSG (USCMS T2s) for MC production.
All the US T2s are very productive, stable and highly reliable.

• Both production and xfer issues are addressed promptly by the T2
admins with help from dataOps group.

• Sites need to make sure that the CE, NFS/AFS, dCache services
(srm, dccp) and PhEDEx are all healthy and stable for utmost
productivity.

• Logs are available (@ Wisc web) to sites for prompt debugging.
• Add 2 Brazil T2s back in production again.
• Add/resume production at some of the USCMS T3s.
• Are you adding (or planning to add) more slots anytime ? Just let

me know.
• Thanks to everyone (DISUN, OSG, CMS, USCMS T2s, and

others) for working together to make this possible.


