MEASURING FLUCTUATIONS .
UNCERTAINTIES
e e SRR e S

B @ SYSTEMATIC UNCEQTAINTIES

STATISTICAL ONCRRTAINTIES



STATISTICAL UNCERTAINTIES

STATISTicAL UNCERTAINTIRS (ERRORS) QUANTIFY

DIFFERGNCES (STATISTICAL FLUCTUATIONS BRETWEEN
A TRUE RESULT FOR A FINITE EVEWT SAMPLE. AND ONE

FOR THE INFIMTE SAMPLE oF RVUENTS.

STATISTICAL FLUCTUATIONS QF THE MEASURED

RESUCTS (UNAVQIDABLY FOR A FIMNITR SAMPLE
OF RUENTS) ARE CAUSED Y3

— INPETERMINISTIC NATURE OF COLLISIONS
AT HIGH RNERGIES
(E.G. EVENT MucLTIPLICITY VVARIES RANNDOMLY
EVENT -BY~- R\ El(\:ﬂ'“)
— STATISTICAL FLUCTTATIONS IN A MEASUREMENT
PRoOCESS
(E.G. MEASORED AE/\x VARIES RANNOMLY
AROUD ITS EXPECIEDP \rm_ue)



THE ASSUMPTION QF INDEPENNENT EVENTS®
h*—‘_—.—___.

STATISTICAL FLUCTUATIONsS (NDVE TQ PROPERTIES A€

STUMRD PHYSICS AND HEAsuRncm'S) TAKE PLACE
INDEPENVENTLY (N INOIVINDUAL EVENTS.

THEY DO NOT CQRRQLH*E FVENT QUANTITIES MEASURED
(N DIFFERENT RJVENTS.

E.G. FOR MEASURED EVENT MULTIPLICTIES . NL (L=|‘.-."1))
aNE GETS:

P(Ny, Ny vee Ny) = P(N)P(N) ... P (V)
WHERE M 1S MUNBRER oF RVURNTS (N A SAMPLE



THEN A NUMD ER o EVENTS U\S\‘TH MULTI PL\C!T-y U}
H(N) IS DISTR\RVTED APPROXMATELY ACCORNING T0O

THE RINOMIAL PISTR\BUTIOGW ¢
M) M-M (W)

P(M(N)) — (:‘(N) a (|__ O') |
WHERE o = M(M)/M = < MIN)>S /M

THIS DISTRABUTION OF M(n) (S EXPECTED  WHEN
REPEATING THE EXPERIMENT ( MEASUREMENT oF M E'UBNTS)
MANY TIMRS.



THE VARIANCE OF THE H(N) DISTRIRVTION IS

VO\,VEH(M)]: M'q.(l‘af) = H(“) (4—"M(M)/H)

e T

FOR % LAV BINOHMIAL — POISSON
WITH Var [M(N)] = M(N)

e i -,

AND, [N APDITION, FOR  M(N) D> A% POISSON — GAUSS

WITH  ov = \[Vaw [M(N)] = (M)

POPLLAR APPROXIMATION OF STATISTICAL )
ERRORS DOF DNISTRINBVUTIONS OF EVENT QUANTITIES
(VALD UMDER AROUE ASSUMPTIONS )



A RELATIVE STATISTICAL FRROR OF M (M)
o~ (HM(V)) ) /M(Vv) IS

o~(rw) /m(v) = (RF/m() = 4 /(AE) ~ 4/\(F
—

SIMILARLY ¢

T(PES)) =~ P(N)- d./ﬁ-l—l
D

STATISTICAL UNCERTANTIES OF WNORMALIZED DPDISTRIRYTIONS
OF RVENT QUANTITIES PECREASE WITH THE PNPUMBER

o evrenvrs ™M ASe
i/s[ N |



MEASORES AQF E-RY~E FLUCTVATIONS

DISTRIBUTIONS OF FVUENT QUANTITIES ARE FREQUENTLY
CHARACTRRRIZCED QRAY THRIR MOMENTS AND FUNCTIONS
OF THRM — MEASURES afF R-BY-E FRLcTVATIONS .

THEY MAY (INVOLVE QUANTITIES WHICH ARE CORRELATRD
(WITH  RESPECT OF STATISTICAL FLUCTUATION' S .
THUS THE ERROR PROPAGATIGN FROM P (H(N)) To

MEASURES of FLUCTVATIONS mMAY RE NDIFFicuLt OR
EVeENS ALMOST (MPASSIBLE

THUS (T 1S [PoPULAR TG CARLCULATE STATISTICAL

ONCERTAINTIES OF FLICTVATION MEASURES

USING- EITHER THE SUQ SANIME OR ROOoTSTRAR
HeTHODS .



SURASAMPLE METHOD

PIVIPE THE ToTAL SAMPLE O M EVENTS INTO
K SUBSAMPLES EACH ULIIMTH M= HM/K EVENTS

EVENTS ARE INOEPENDENT WITH RESPRCT OF
STATISTICAL FLICTUATIONS AND THUS
SOBSAMPLES ARE INDEPEN NENT .

FOR EACH SUBSATIPLE CALWLATE A HMEASURE
0F FLUCTUATIONS | E.¢. < N2 D USING THE
(OENTITY WETHOD .

THE VAWE 0F <N2> FoR Ik (k=1... K)
SUBSAMPLE |S DPENATED 1




AYND TS VARIANCE !
Ve [<h2 3] = e Z(<N %~ <)

THEN ACCORDINC TD THR CENTRAL LiMIT THEOREM,
FOR SUFFICIENTLY LARGE K

N2> 1S GARUSS DISTRIBUTED (WITH

o~(<M-,-?>) = \(w[( \p >K]/m



NOTE, FoR THR FIxEO Mg K IS PRaPoORTIONAC TO M
AND THUS: "
oA(KNg>) ~ 4 /(™M

NGTE | WHEN STUDING THE DPRPENPRNCE OF REsSJLTS
ON THE PNUMBER OF suBsaMpPLRE S K ONE
SHOULD RAMVNAMLY ALLOCATE EBVVENTS TO
SURSAMPLES FOR Earcy K.

OTHER WISE THE K DERPEeNPEMNceE Sl RE

BIASED RY A STRONG- CORRELAT) ONJ OF SUBRSAMPLES
WITH A LARGE NUMBER QF THE SAME EVENTS

NOTE, 0F COURSE, <NZ> CAN BE REPLACED BY ANY
OTHERR FLUCTUATION MEASURE.



RooTsTRAP HETHQD

IN SOHME CASES THE SORSAMPLE METHOD CAN NOT
3€ UVUSED, THIS 1S WHEN THE MINIMUM EVENT

STATISTICS REAVIRRN FOR THE ANALY SIS 1S
ARGER. THAMN Mg =M /K

THEND) THE RBOOTSTRAP METHOD 1S USVUALLY USEp

R. €EFAON ROITSTRAP METHONS ANOTHER LO0K AT
THE JAKKNIFE

ROOTSTRAR = GENERATING NEW BUENT SAMPLRS
USING THRE MEASURED &URMNT SAMPLE
AS AN APOROXI MATION O0F THE
TRUE ONVE RBY RANDOM RESAMPLING-
WITH RKEPLACEMENT,



ROATSTRAP ! STEP-BY ~STEF
SAISTRAP: o IEF=0ry =Slel
- CREATE K BOOTSTRAP SAMPLES (RESAMPLES) QY

PRAWING RANPAOMLY WITH REPLACEMENT EVENTS

FROM THE MEASURED EVEMNT SAMPLE
THE SIRE OF BACH RESAMPLE 18 THE SAME

AS THE SR OF THE MEARED SaMPeE M.
THIS IS THE MAIN ADVANTAGE OF THE BOOTSTRAP OVER SUBNSAMPLE MNETHOD

NOTE, THAT AN EVENT CANM APPEAR MANY TIMES

(N ONE  BOOTSTRAP SAMPLE | PBUT [T ALS QO MAY
NOT BE |NCLUNED [N ANY RESAMPLE -
ALSO THE SAME. EVENT CAN RBE INCcLUDED

IN SEVERAL RESAMPLES.
THUS RESULTS CALWLATRY FOR RESAMPLES ARE

CORRRLATED.

THIS (S THE MAIN DRDISAPDVENTAGE O0F THE MROOSTRAP IKS COMARISON
TO THE SJIASAMPLR METRAP



- FOR EACH RESAMPLE CALCULATE

A MEASURE OF

THE
E-BY-E FLUCTUATIONS FE.G <.\r?.|>ld USING

IDENTITY METHOD.

-~ CALCULATE MEAN OF Nz | DISTRIBUTION ¢

I K

<NI%=E 2 <Ng

Kkl

- AND |TsS VARIANCE !

|
\/awr<b\f., 7] K~1

I<



= PROVIOING  <NZDp = <N;> (MEaN FROM THE
MEASURED SAMPLE ~ ANo THE DISTR\BUTION
OF <N7X IS APPROXIMATELY GAUSSIAN

CALCULATE  STATISTICAL ERROR OF <nNJj D AS
o~ (K >) = \ Vaw [KN2>]

NOTE ), THAT THE FacraR | /(K1 1S NOT PRESENT HERE
AS THRE BOOTSTRAP SAMPLES HAUE THE SANMK
RVEMT STATISTICS AL THE MEASURED SAMPLE

NOTE, 0F COURSE, <NZ > (AN BE REPLACED BY ANY
OTHRR FRLUCTUATION MEASURE.



EXAMPLIE: ROOTSTRAP TeST FOR OJD\[K—_I FROM IPENTITY METHOD

M. MACKOWIAK , PH.D. FRANKFURT
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B8 SYSTEMEMATIC UNCERTAINTUSS

R. BaRcO) SySTEMATIC RRRORS:. FACTS AND FlcTion
HEP-EX/ 02 aF 2¢

SYSTEMATIC BIASES /EFFECTS ARE D)EFRRERNCES
BETUWIZEEN THE TRUE RESVULT FOR A GIVRNN SANPLE
OF EUVERNTS AND THNE MNMEASURED ONE FOR THIS
SAMPLE. JSYSTEMATIC BIASES ARE INOEPENDENT OF
EVenNT STATISTICS .

SYSTEMATIC [BIASES MAY BF CAUSFD @BY MANY
EFFCTS | E.G. [MPERFECT EVENT SeLecriond
PROCRDURE CON‘~I_H\JE AND aPF-uue) (INEFFI CLENCY

QF EVEMNT AND TRACK RECONCTRV c,qu IMPER FECT
PARTICLE [PRNTIFICATION ,,,



SYSTEMATIC EBFEECTS SHoUL) RE [RENTIFIED ANP
CORRECTED ROR.

THE OUNCERTAINTY |IN THE BSTUMATION OF THE
CORRESPONDING. CORRECTIONS |15 CALLED A

SYSTEMATIC RERAROR) UNCERTAINTY,

SYSTEMATIC BIASES WHILH WEKRE NEGLECTED OR
OVERLOOKED ARE CALLED S¥STEMAT)c MISTAKES




EXAMPLE { ENERGY OF PROJECTILE SPECTATORS
MEASURED BY A PSD CALORIMETER

THE PSO RESPONSE DPEPENDS ON TEMPRRATURE OF
PHOTODETECTORS (MPPC)

CASE A
IF THE TEMPERATURR DEPENDECE. |8 KNIWM
(MEASURED DURING CALIBRATION RUNSY) AND THE
MPPC TEMPERATURE WAS MEASUREN JPIURING “THE
PHYSICS PATA TAKING  THE DATA CAN BE
CORRECTEN FROR THE RIAS.
THE SYSTEMATIC EFFECT S KNOWM ExaACTLY
ANVD THERE (S NO SYSTEREMATIC ERROR.




CASE @}

IF THE RBIAS 1S IGNOREN THEN THIS 1S A MISTAKE .
HaPEERULLY CONSISTENCY (HRCKS WL pE DoNE  F.G.
THE REAM EREREY (UtLL SHOW TIME CTFWFRH’TUR(:)
DEPENDENCE , AND THE EFFCT WILL Ae PROPERLY

|INENTIFIED F}MD CORRECTED FOR.

FREAVENTLY QONE MAKES A~ SHORT <UT ANQ) FRoM
FAILED CONSISTRNCY TERSTS GUESSES  SYSTEMATIC

EQRARS aAF THE [FINalL RESULTS .
THIS SHOULEL RE AVOIRED.
IF DONE THE OBTAINERD ERRORS ARE CALLED

APASTERIORY SYSTEMATIC FERRORS
Lot LT LU L8 Ll il

TYPICALLY HORE CHECKS ARE PO THE LARGER
APOSTERI ORI SYSTEMATIC ERRAR IS !



CASE C
IF THE EFFECT IS KRNOWA TO EXIST BUT THE MPPC TEMPERATURE

WAS NOT MEASURED AMD  ONE CAN ESTIMATE IT
ONLY WITHIN A FEW DEG-RE-..SS’ THAT (S A
SYSTEMATIC UNCERTAINTY ON A SYSTEMATIC. EFFECT

AND A SYSTEMATIC~ ERRON I THE ACCEPTED SENSE,
THE SO-CALLRD A PRIOR\ SYSTEMATIC ERROR




THE RECOMMENDER PROCENURE

-*_w#-—_-_

A. INENTIFY AND CORRECT FOR SYSTEMATIC EFFECTS

2. ESTIMATE UNCERTAINTIES ((STATISTICAL AND/OR SYSTEMATIC)

3. PROPAG-ATEC THEM TO THE F(NAL [RESULT = CALCULATE
A PRIORI SYSTEMATIC ERRORS

4. PERFORM CROSS CHECKS / CONSISTENSY TESTS

'F FAILED GO BACK To 4.,
AFTER SEVERAL LO0Ps | [OHEN YOUR SUPRRVISOR'S

PATI ENCE 1S EXHAUSTER GO TO S.

s. GUESS A POSTRRIONRY SYSTEMATIC ERRORS
BaSED anN FAILRD CROSS CHECKS.



ROGER RARLOLWY 0207026
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CONCLUSIONS: ADVICE FOR PRACTITIONERS
The following should be printed in large letters and hung on the wall of every practising

particle physicist.

|

L1

111

LV

VI

Thou shalt never say ‘systematic error’ when thou meanest ‘systematic effect’ or ‘sys-
tematic mistake’.

Thou shalt not add uncertainties on uncertainties in quadrature. If they are larger
than chickenfeed thou shalt generate more Monte Carlo until they shrink to become
S0.

Thou shalt know at all times whether what thou performest is a check for a mistake
or an evaluation of an uncertainty:.

Thou shalt not incorporate successtul check results into thy total systematic error and
make thereby a shield behind which to hide thy dodgy result.

Thou shalt not incorporate failed check results unless thou art truly at thy wits’ end.
Thou shalt say what thou doest, and thou shalt be able to justity it out of thine own
mouth; not the mouth of thy supervisor, nor thy colleague who did the analysis last
time, nor thy local statistics guru, nor thy mate down the pub.

Do these, and thou shalt flourish, and thine analysis likewise.



