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Unified Monitoring
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Unified Monitoring Architecture

• Data now 200 GB/day, 200M events/day. At scale 500 GB/day

• Current retention period 12 h, at scale 24 h

• Proved effective in several occasions 
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Unified Data Sources
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• Data is channeled via Flume, validated and modified if necessary

• Adding new Data Sources is documented and fairly simple 
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Unified Processing
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• Data now 200 GB/day, 200M events/day.At scale 500 GB/day, 

• Current retention period 12 h, at scale 24 h
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Data Processing
Stream processing

Data enrichment

• Join information from several sources (e.g. WLCG topology)

Data aggregation

• Over time (e.g. summary statistics for a time bin)

• Over other dimensions  (e.g. compute a cumulative metric for a set of 

machines hosting the same service)

Data correlation

• Advanced Alarming: detect anomalies and failures correlating data from 

multiple sources (e.g. data centre topology-aware alarms)

Batch processing

• Reprocessing, data compression, reports 
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Monitoring Processing Platform
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Technologies: Reliable and scalable job execution (Spark), Job orchestration and 

scheduling (Marathon/Chronos), Lightweight and isolation deployment (Docker)
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Jobs



Unified Access
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Data and Visualization  
Data Storage and Search

ElasticSearch Short-term storage and index (months, depends on data)

InfluxDB Short-term time series storage (months)

HDFS Long-term archive (years)
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Visualization

Kibana Data from ElasticSearch

Dashboards and full search/filter/discovery of data

Grafana Data from ElasticSearch, InfluxDB

Dashboards optimized for time series plots

Zeppelin Data from HDFS, ElasticSearch, InfluxDB

Notebooks for analysis, reports and plots 

Native support for Spark

Swan (Jupyter) Data from HDFS or ElasticSearch, InfluxDB

Notebooks for analysis, reports and plots 

Integration with HEP toolbox (ROOT, CERNBOX, CVMFS, etc)



Status

Data Sources and Transport

• Moving all data via new transport (Flume, AMQ, Kafka)

Storage and Search 
• Data in ES and HDFS, identical format

Processing
• Doing aggregation and processing via Spark

Display and reports
• Using only standard features of ES, Kibana, Spark, Hadoop

• Introduce notebooks (Zeppelin, Swan) and data discovery
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Services Proposed

Monitor, collect, visualize, process, aggregate, alarm
• Metrics and Logs

Infrastructure operations and scale

Helping and supporting 
• Interfacing new data sources

• Developing custom processing, aggregations, alarms

• Building dashboards and reports
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Reference and Contact

Kibana Dashboards

monit.cern.ch

Feedback/Requests (SNOW)
cern.ch/monit-support

Early-Stage Documentation
cern.ch/monitdocs
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https://monit.cern.ch/
http://cern.ch/monit-support
http://monitdocs.web.cern.ch/


monit.cern.ch

- Kibana homepage

Data Available

- FTS

- XRootD

- Job Monitoring Real-
Time

- Job Monitoring 
Accounting

- SAM raw data 
- ETF

- ALICE 

Examples

Documentation 

Link to Custom Projects
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Transfers 

Overview 
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Transfer failures 

over IPV6  

18



Success and 

failures from a 

src_site or a 

domain 
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Investigate and 

filter for a specific 

error  
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FTS Errors

Select by a 

domain 

Short link

GGUS ticket or 

email
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Filter and then 

access the raw 

data and logs 



Job Monitoring

Real Time and 

Accounting

Filter by Site, 

User, cores, etc. 
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Site Overview 

showing

- FTS

- Jobs 

- SAM Raw

cern.ch hosts 
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SAM 

Raw 

Data
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SAM Raw Data 

Overview

VO

Hosts

Metrics

Flavors



Access to 

raw data 

select 

by any of the 

fields

Important to know 

the structure of 

the data

2721/07/2016 ASDF meeting
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Data on service 

and hosts

Select

cern.ch hosts 



Select the errors 

(CRITICAL)

See all details of 

the errors
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User 

Documentations

cern.ch/monitdocs
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Common fields
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Naming 

Conventions 



Reference and Contact

Kibana Dashboards

monit.cern.ch

Feedback/Requests (SNOW)
cern.ch/monit-support

Early-Stage Documentation
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