Tier3 Network Issues
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Internet2 overview

 Member organization with a national
backbone infrastructure
« Campus & Regional network members
* National and International peers
s Tiered connection model
~ +Campus € Regional <> Backbone
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Basic Premise

» Application’s performance should meet
your expectations!

eIt they don't you should complain!
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Realistic Expectations

 What the ATLAS physicists needs to
define

 How large Is a dataset
 How long should it take to move this dataset
~ « How often will this dataset be renewed
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Data movement over REN networks

Link Spd xfer 1 TB

100 Mbps 45 GB/h 34 GB/h 28 hours
1 Gbps 450 GB/h 120 GB/h 8 hours
10 Gbps 4.5 TB/h 1 TB/h 1 hour
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Basic Connectivity Tests

* Ping
e Confirms that remote host Is ‘up’

 Some network operators block these
packets
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Advanced user tools

 Existing NDT tool

 Allows users to test network path for a
limited number of common problems

 Existing NPAD tool

o AIIows users to test local network
astructure while simulating a lon



Network Diagnostic Tool (NDT)

Measure performance to users desktop

e|dentify real problems for real users
* Network infrastructure is the problem
e Host tuning issues are the problem
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S
NPAD/pathdiag

* A new tool from researchers at
Pittsburgh Supercomputer Center

 Finds problems that affect long network
paths

dentifies host tuning and network
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B 00000
NDT/NPAD user interface

* Web100 based servers (requires
patched Linux kernel)

* Web-based JAVA applet allows testing
_ from any browser
~»Command-line client allows testing from

o A,

.

INTERNETe



r

Initi
Duplex Mismatch at one end

<@ -y - LD ) |0 hp:207.75.164.80:7123/ [¥] ®co [G |

# Getting Started £ Latest Headlines

B CEHLEL HL EHLLE - VY AL LU IVIDEES (Al il LUIErmieL ) ierw ork Cornnecuei E

Thisjava applet was developed to test the reliablity and operational status of your desktop computer and network connection. It does this by sending data between your computer
and this remote NDT server. These tests will determine:

® The slowest link in the end-to-end path (Dial-up modem to 10 Gbps Ethemnet/OC-192)

® The Ethernet duplex setting (full or half);

® [fcongestion islimiting end-to-end throughput. 5

It can also identify 2 serious ermor condition s:

® Duplex Mismatch

® Excessive packet loss due to faulty cables.

A test takes about 20 seconds. Click on "start” to begin.

TCRfWwebl1l00 Metwork Diagnostic Tool ws 2. d4e =
click STAET 1o begin

Checking for Middleboxes . . ... ... ... . ...... Done
running 10s outbound test (client 1o server) . . . . . 260, Fekb)s
running 10s inbound test {server to client) . . . . . . 20.53Mb/fs

rarning! Client time-out while reading data, possible duplex mismatch exists
The slowest link in the end-to-end path is a 100 Mbps Full duplex Fast Ethernet subnet
Alarm: Duplex Mismatch candition detected Switch=Full and Host=half

click STARET 1o re-test

Sl',&.RTi Statistics_i Maore Details. .. | Feport Problem

mTcpbwlDﬂ done




NPAD Sample results

3 Test Results - Mozilla Firefox — =1 =
Eil= E dit Wi Go Bookmarks Tools Help
<= - T - @ =3 @ [ L1 hitp:siwebl 00 internet2. edu: 820045 erverD ata/c-24-15-1 78-61 . hsd 1 il comoast. net: 2007-01 -1 8-23:15:48. html ~| © == [ICL

Test conditions

Tester: (none) (207 75 164 . 80% [7]

Target (none) (24,15 1723 .10 [7]

T.oofile base name: c-24-15-175-51 hsdl il comcast net:Z2007-01-18-25:15:48 [7]
This report 15 based on a 7 IWhi's target application data rate [7]

This report is based on a 22 ms Found-Trip -Tune (ETI) to the target application [¥]
The Found Trnp Time for this path sechon iz 21. 042524 m=.

The MMaszmitrnun Segment Size for this path section iz 1460 Bytes. [7]

[#1
[#1
[71
Febep v pec. edisreiw o rking-projecis-fop e FAF

bl

Path measnwements [ 7]

Trata rate test: Pass! [7]
Fass data rate checlo meassmuorn data rate was 5. 969226 Iikfs [7

-

T.o=s rate test: Pass! [ 7]

Fasz: measuwed loss rate 0. 025214940 (2832 packets between loss events). [F
FYL To get 7 dkds with a 1450 byte PSS on a 22 ms path the total end-to-end loss budget 15 0. 2824585%0 (5354 packets between lossesh [7

F YL This path mav even pass with a more stremacus application: [7]
T rate=7 Idibfs, =52 ms
T rate=8 Iibfs, rt—=—18 ms
O if wou can raise the DI [F]
Trv rate=7 Idbf=z, rit=383 ms, mtu=2000 bytes
T rate=2 IdbSz, rH=29% mes, mtu=—2000 bytes

Networls buffering test: Pass! [ 7]

Fass: The networlk bottleneclk has sufficient buffering (queus space) in routers and switches. [7
Tdeasured gqueues size, Plots: 56 Bytes: S2580 [77

This corresponds to a <42 333600 ms draan time. [7

To get 7 Idbrs with on a 22 ms path, vou need 12250 bytes of bulfer space. [7

The networle path passed all tests! [F

Sugsezstions for alternate tests ‘

ITe.-'.-'ter wralidation: Pass! [77] =

Done P
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Long Path Problem

« E2E application performance Is
dependant on distance between hosts
 Full size frame time at 100 Mbps

~ * Frame = 1500 Bytes
- «Time =0.12 msec
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Long Path Problem
1 msec H1 — H2

70 msec H1 — H3

IIII||||III|
Switch 3
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Switch 1
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Switch 4 ™ —
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TCP Congestion Avoidance

e Cut number of packets by %2

e Increase by 1 per RTT

 LAN (RTT=1msec)

e In flight changes to 4 packets
-« Time to increase back to 8 is 4msec
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Example - PNNL Throughput Problem

950+ Mbps from remote sites to PNNL

966 Mbps
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shows problem when
PNNL sends




PNNL Throughput Problem

950+ Mbps from remote sites to PNNL

966 Mbps
6 msec
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PNNL Throughput Problem

950+ Mbps from remote sites to PNNL

966 Mbps
6 msec
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Network Admin Tools

 BWCTL — Bandwidth Control

 Allows single person operation over wide
area testing environment

 Runs NLANR ‘iperf’ program
. OWAMP One way Delay Measurement

-\-;- ning’ command
a -uuuhhnn...h'm"-

C 1

INTERNETe



Under Active Development

 Emerging PerfSonar tool

 Allows users to retrieve network path data
from major national and international REN
network




PerfSonar — Next Steps in Performance
Monitoring

* New Initiative involving multiple partners
 ESnet (DOE labs)

« GEANT (European Research and
Education network)

Internet2 (staff and connectors)




PerfSONAR Services

 Measurement Archive (MA)
 Measurement Point (MP)

e Lookup Service (LS)

* Topology Service (TS)




OO0 perfAdmin - Service Display - perfSONAR-BUOY Bandwidth Data
'.\:1_ | P s '\_g/' () '\_3/' 'f._ http://192.12.15.22/cgi-bin/perfAdmin/serviceTest.cgi?url=http%3A%2F%2Flhcmon.bnl.gov%3A8085%2FperfSONAR_PLy ¥ ) = \|G]' dispare in Q
Most Visited = Getting Started Latest Headlines ®

USATLAS Throughput Monitoring

-

«Emab . [T racHo.. 1158 crnois.. (129 NeTool.. || [ perf.. @ [ chicago... [ [] meab3 . || [ perfad.. |5 Argonn.. [ Tier3@,. || x Minutes.. [[ ¥ on-tine .. [T |»|=

http://ggf.org/ms/nmweg/tools/iperf/2.0 @ http://Ihcmon.bnl.gov:8085/perfSONAR_PS/services/pSB
Range: | day '3‘
End-to-End Bandwidth (Mb/s)
1,000
800 l "
600

400 | 1

1,000 - .
| ‘ ' | i | i I |

800 ‘II H‘\!\' |-

600 '

400 ]

200 1
O-x-e.-;-a44444444&\\&\\\\\\\.\.
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S F F E F F S F S T AT AT AT AT AT AT AT AT AT AT AT NS

Network (min to avg)
& & | Network (avg to max)

Network (min to avg)

& 2 & | Network (avg to max)
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Done




Traceroute Visualizer

D perfSONAR Traceroute Visualizer - Netsc

Enter Search Termsz Fop-Upz Blocked: 542

2 spvang-stilng (108 32, 8.00) 16885 ms 16.835 mes 160.8566 s>

sttlhg.abilene.ucaid.edu so-3-1-8 192.32.8.%
Backkbone circuit to Sunnguale
Link Capacity 2455.61& MEBit=s per Second
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Finding a Server

 What? You don’t have one running at
your site?

e Install the Internet2
~ Network Performance Too

.
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A
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PSC Tuning Page

Enabling High Performance Data Transfers [PSC] - Hetscape = II:IIEI
Fil=  Edit “iew Go Bookmarks Toolz  *wWindow  Help
*‘ - ;' - a «%% Im httpe A fvnenn. pac. edudnebworkingdprojectsS/toptunes vI r_'i -

Baclk Forward Reload Stop

Print

£ Netscape - IEnter Search Terms

ADVANCED NETWORKING

PITTSBURGH SUPERCOMPUTING CENTER

L=sers FParthers Education Services Research Mews & Media

Home = Advanced Hetworking = Research Projects

Enabling High Performance Data
Transfers

System Specific Notes for System Administraters (and Privilaeged Users)

Introduction, Tutorial, TCPF Options
Diagnostics, Table, Details

This (DRAFT) page is cuarently under active revision. Please send any suggestions,
additions or corrections to us at nethme@nene. org so we can keep the information here
as up-to-date as possible.

= Introduction

= Tutorial
o Bandwidth*Delay Products (BDFP)

o Buffers
o Computing the BDP
+= High Performance Nebtworking Options
o TCP Selective dAclknowledoments (SACK, RFC2018)
= Large Windows (RFC1323)

o IMasormumn Buffer Sizes on the host

x| “Aseach  # Highlight | |.§E" Fop-Ups Blocked: 450 | .~ Form Fill =

Zite Map | About PSC | Comtacts

# Clear Browser History

Adhvanced Networking

Research Projects
Papers

Collaborations

At the Speed of Light

The Three Fivers Optical
Exchange connects the region
to the nation’s fastest networks.

Three Rivers Optical Exchange

A 4

¢
3
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ESnet Tuning Page

Bulk Data Transfer over a WAN - Issues for Bulk Data Transfer over a WAN =

—~ _ .
|« ) - C (%) ) (&, hup://fasterdata.es.net/ WY pE (|Gl* corei7 computers Q

Most Visited * Getting Started Latest Headlines &

b & Grnois.. [0 Newegg.. ||« 8MBL3.. || || Chicago.. || ) MLab3 .. || || perfAd. || & Argonn.. | & su .. © [ winutes ] 5P on-tine . || &) 2009A.. || FN AOPAO... B3

N

% U.S. DEPARTMENT OF Office of Guide to Bulk Data Transfer over a Skb
'ENERGY science WAN ESnet

Energy Sclences Mot wor

Version 1.0 - Last published May 18, 2009

Issues for Bulk Data Transfer over a WAN

Background

Throughput Requirements
-- Bandwidth Chart

Host Tuning Overview
Expected Throughput

File Transfer Tools
GridFTP Quick Start

Many people think that data sets of 1 TeraByte are just too big to move across the WAN, and resort to sending DVDs or
USB drives. This is no longer true. Moving a TeraByte between most large research institutions in the US should
only take around 8 hours. This assumes an end-to-end path with a capacity of 1 Gbps or higher, and that only 1/3 of
the capacity is used, leaving room for other users traffic. This chart shows the bandwidth requirements for various data
set sizes and times.

: If your network throughput is less than this, chances are that your hosts need tuning and/or you are using the wrong file

Firewall Issues o L R

S transfe_'r tools. The purpose of this site is to help you maximize your wide-area network bqlk data transfer_ performance
by tuning the TCP settings for your end hosts and by using file transfer tools that are designed to maximize network

Overview
Active perfSONAR Services

/

Historically, wide-area bulk data transfer has been plagued by poor performance for a variety of reasons. These include
improper configuration of the sending and receiving hosts, software design issues, firewalls, and other factors. In most

perfSONAR HowTo ) ; , . .

s cases, however, large data sets can be moved long distances using today's networks with minimal effort.

Most file transfer programs use the TCP protocol, and performance problems are often due to a TCP window that is too
-

Subercomputer Center Data Transfers small. The maximum congestion window is related to the amount of buffer space that the kernel allocates for each
parcomputer socket, and most operating systems by default limit this buffer space to a value that is too small for today's high-speed

Specific DOE Sites P g sy y y g

TCP Tuning Details networks. To achieve maximum throughput, it is critical to use optimal TCP socket buffer sizes for the link you are using.

News This means you must use a file transfer tool that allows you to set the TCP buffer size, and that your end systems must

T be tuned to allow for large TCP socket buffers.

Another common technique to speed up file transfers is to break the file into smaller pieces that are transferred in

Short Tutorial parallel. A number of tools include the option to do parallel transfers. If you have a large number of files to copy, you can

do parallel transfers by copying several files at once (typically 4-5 is a good number to try). But in general it is more
Network Engineers efficient to copy larger files than smaller files, so bundling multiple small files into a single larger file using tar or zip is
Network Design Hints also recommended.
Cisco Config Hint )
— F::.:-: ma?—fl,?,m:n,_;m Following these steps will help ensure you are getting the best throughput possible. v

Done v
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Conclusions

* Primary tools still useful
* Advanced tools are being developed
» Developing tools will make things even
— Sasier
e Demand 10 MB/s as the minimum

LD e

INTERNETe
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