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Shift notes from the past week:

ADCoS/CRC reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/589891/contributions/2379537/attachments/1375675/2088867
/CRC Report 15-22 November.pdf (CRC report)
https://indico.cern.ch/event/590311/contributions/2380406/attachments/1375755/2088972
/161122 ADCoS Weekly Report.pdf (Armen as expert shifter)
https://indico.cern.ch/event/590311/contributions/2380404/attachments/1375751/2088965
/161122 ADCoS.pdf (Armen)

1) 11/20: SLACXRD DATADISK - file transfer and deletion errors ("Communication error on
send...Error reading token data header: Connection reset by peer").

As of 11/22 the errors had stopped, so https://ggqus.eu/?mode=ticket info&ticket id=125095
was closed. elLog 59317.

2) 11/22: ADC Weekly meeting:
https://indico.cern.ch/event/589891/

3) 11/23: New pilot release from Paul (v67.0) - details:
http://www-hep.uta.edu/~sosebee/ADCoS/pilot-release-v67.0-11 22 16.pdf

Follow-ups from earlier reports:

(i) 10/20: SWT2 CPB: destination file transfer errors ("Communication error on
send...Error reading token data header: Connection closed"). Same issue we've seen
recently with one or more heavily loaded data servers, impacting the SRM service. Working
to address this issue. https://ggus.eu/index.php?mode=ticket info&ticket id=124543
in-progress, elLog 58911.

(ii) 11/8: BU_ATLAS Tier2 MCORE - production jobs failing with stage-out/put errors.
https://gqus.eu/index.php?mode=ticket info&ticket 1d=124922 in progress, elLog 59152.

(iii) 11/9: SWT2 CPB - destination file transfer errors ("Communication error on
send...Connection closed"). https://ggus.eu/index.php?mode=ticket info&ticket id=124933 in
progress, eLog 59180.
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