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Machine learning for tracks reconstruction
Motivation

I High-luminosity LHC (and futur FCC) will bring very high pile-up
scenarios

I Average 200 proton-proton collisions for HL-LHC (up to 1000
proton-proton collisions for FFC)

I Combinatorics becomes very challenging
I Stating the problem : finding sets of hits associated to particles
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Outline
I Dataset description and preprocessing
I The Cluster shape information
I Features projection and classification
I Functional data analysis

I Support Vector Regression
I Feed-back from Pt

I Conclusion
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Data description and preprocessing

I Dataset produced with ACTS fast simulation.
I Particles generated using the PYTHIA8 generator, 200 proton-proton

collisions are overlaid
I Format : [IdTrack, [x,y,z], [(u,v,q)] ]

Input format : Tracks[N,n,M]
describing N (=5368) tracks of n hits in RM (=7) feature space
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Cluster shape information
Signature of hits

(10,0)... (12,0)

(14,1)

(19,2)

(25,3)

q1

q5

q6

q2 q3

q4

q7

u
v

Extract features that highlight each cluster properties and provide
homogeneous input variables.

I Length of the rectangle that contains all active pixels
Max(u)−Min(u)

I Width of the rectangle that contains all active pixels
Max(v)−Min(v)

I Angle along which active pixels are oriented

atan2(
∑

qiui ,
∑

qivi )
I Compactness

NbActivepixels/(Length ∗Width)
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Linear Discrimimant Analysis
Preprocessing
LDA: Reduce the dimensionality of the input by projecting it to the most
discriminative directions.
Find w that maximize J(w)1 = wT (SB)w

wT (SW )w
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2 Track features Data

Figure: Linear Discriminant analysis
1SB Scatter matrix between tracks [meanTrack-meanDataset]- SW Scatter

matrix within tracks [meanHit-meanTrack]
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Classifying the projection
Support Vector Machines

I Non parametric: Build model from the data
I 70% accuracy classifiying 1500 hits to 500 tracks
I what to do with remaining bad tracks?

Figure: Classification performances
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The functional intuition
Non parametric functional regression

I Turn sequence of individual observations (hits) into a continuum
(functions)

I Deriving curves (BSplines) to highlight interesting and important
features.

I Homogenous representation of different size tracks.

Figure: Coefficients of fitted tracks on all feature space
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Predict pT by regression on curves
Non parametric functional regression

I Predict pT from fitted curves
I Compute pT’ on reconstructed tracks (propagate)
I If pT’ != pT , refeed unlabeled hits to classifier

Figure: Example of misclassified hits 9 / 15



The machine learning pipeline
Overall processing

I Python +Scikit-learn
I Tracks fitting + SVR takes ≈ 1 ms on 500 tracks
I By comparing pT and pT’, decide weather to feed back hits

Hits

[x,y,z,n,m,A,c] LDA [p1,p2,p3,p4,p5,p6]

Projected features

SVM [L,p1,p2,p3,p4,p5,p6] BSpline
coeff

[Pt,ci1,ci2,...ci100]

SVRPt

if !=

Pt’

Figure: Machine learning pipeline
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Thank you
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Backup slides
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ACTS fast simulation parameters

I 2 Tesla magnetic field (constant)
I 4 central pixel layers with these radii:

plbConfig.centralLayerRadii=29.,55.,88.,124. pixel size: 50 x 50 um
I 3 short strip layers at these radii:

sslbConfig.centralLayerRadii =220.,350.,500. strip.length=1.6mm
strip.pitch=t0um

I 2 long stip layers at these radii:
lslbConfig.centralLayerRadii =680.,980. strip pitch = 100um

Particles are not yet made to interact with material and clusters are
calculated with a geometric digitization.
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Linear Discriminant Analysis
I Sample means differences as separation measures

mi = 1
ni

∑
x∈Ti

x

where x represent a hit, Ti a Track, ni number of hits along Ti .
I Within track Scatter matrix

SW =
NbTracks∑

i=1

∑
x∈Ti

(x −mi )(x −mi )T

I Between track Scatter matrix

SB =
NbTracks∑

i=1
Ni (mi −m)(mi −m)T

where m is the overall mean and mi and Ni are the sample mean and sizes of the
each track

I Find w that maximize

J(w) = wT (SB)w
wT (SW )w
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Support Vector Regression
Abstact non parametric fonctional model built:

Y = Ψ(X ) + e

Form of the estimator :

Ψ̂λ =
n∑

i=1
aiK (xi , x) +

m∑
j=1

bjGj(x)

For some ai , bj ∈ R that depend only on the hyperparameter λ and where
Gj represent the basis of the finite-dimensional subspace of RX and the

kernel K (xi , x) is defined as :

K (x , x ′) = exp
−1
h ||x−x ′||αLα

known as α -stable kernel
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