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b-tagging

 Identification jets containing b-

hadrons (b-tagging) is important 

at ATLAS:

Standard Model Physics

Top (t->Wb)

SUSY/Exotic Search

Higgs (h->bb)

 b-Hadrons in contrast to light 

flavors have sufficient lifetime to 

travel “visible” (few mm to cm) 

distance inside detector leaving 

displaced vertex before decaying
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b-tagging @ ATLAS
 High level b-tagging algorithm (MV2c10) @ 

ATLAS combines baseline taggers utilizing 

information of different aspects of b-hadron 

decay

 IP3D

likelihood-ratio based on the signed transverse 

and longitudinal impact parameters of tracks 

associated to jets

 SV1

Fit secondary vertices with full track covariance 

matrix; Utilize secondary vertex information, e.g. 

vertex mass, ratio of vertex energy, number of 

two track vertices, etc. for tagging

 JetFitter

A Kalman filter which finds common flight path of 

b and c hadrons

IP3D

SV1

JetFitter

MV2c10
BDT

arXiv 1512.01094

IP

https://arxiv.org/abs/1512.01094
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IP3D - Baseline

Baseline: Naïve Bayes Model –

IP3D

 Input variables: transverse IP significance 

(Sd0 = d0/(d0)), longitudinal IP significance 

(Sz0= z0/(z0)) and track category (integer 

number indicating track quality)

 Assume IP distributions of each track are 

independent of other tracks, and build 

likelihood distributions

 Use log likelihood ratio as discriminant 

variable
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Shortcomings of IP3D:

 Ignores correlation between tracks

Given one track with large impact 

parameter significance, there is 

likely to be another in a b-jet

 Difficult to extend to more variables

Building templates in larger 

dimensions would require 

considerably more statistics

IP3D 
– Room for Improvement
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RNN

Recurrent Neural Network (RNN):

 Widely used in natural language processing

 Incorporate correlations between time steps using conditional probabilities

 An RNN based b-tagger treats tracks as sequence; Each track is a time stamp

 Impose a “physics-inspired” ordering
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LSTM

Long-Short-Term-Memory

 “Vanishing gradient” is a known 

problem to RNN; The memory of 

early input can be easily 

“forgotten” in the end of the track 

sequence

 We adopt the Long-Short-Term-

Memory (LSTM) cell which helps 

preserve memory of early inputs

arXiv 1308.0850

https://arxiv.org/abs/1308.0850
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RNNIP

 Network structure:
1 recurrent layer

1 dense layer

1 activation layer

 Network input features:
Sd0

Sz0

track category

pT Fraction (track pT / jet pT)

∆R(track, jet)

 Track sequence ordered in 

decreasing order of |Sd0|, first 

15 tracks used as input

Schematic of RNNIP
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RNNIP

ROC curve comparison between RNNIP using exactly the same input 

features as IP3D and RNNIP using an extended set of input features

Using exactly the same input features, RNNIP already outperforms IP3D. 

Extending to more input features further boosts the performance 
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Performance

ROC curve comparison between RNNIP and standard ATLAS taggers for 

light (left) and c-jets (right)

RNNIP has better light and c-jets rejections than ATLAS baseline taggers 

(MV2c10 is a high level tagger shown as reference not for comparison)
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Performance

Light jet rejection (left) and c-jet rejection (right) at flat b-tagging 

efficiency of 70% versus jet pT

The RNNIP light rejection is typically 2x higher than IP3D across 

pT; The charm rejection gain is less substantial
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Correlation with Input Features

Correlations of per track input variables Sd0 (top left), Sz0 (top right), pT fraction

(bottom left), and ∆R (bottom right), with the RNN score D(RNN)

Strong correlations between RNN discriminant and IP significance are observed
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Conclusion

 A new baseline b-tagging algorithm is built from a 

Recurrent Neural Network at the ATLAS experiment 

to help the study of physics with b-Hadrons final 

states

 The algorithm outperforms previous baseline impact 

parameter taggers, as it is expected to learn 

correlations between tracks and extend the number 

of input parameters

Working to include RNN based b-tagger into high 

level taggers like MV2c10; Performance is being 

validated in the latest ATLAS software release
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Back-up Slides
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ATLAS Detector
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Performance

b-tagging efficiency for a 70% WP cut versus jet pT

RNNIP has less pT dependence than other taggers


